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Abstract
Digital rock physics is a workflow that relies on imaging techniques to quickly and

cost-effectively estimate the petrophysical properties of small core samples taken from

reservoirs. By using digital representations of rock samples as input, physics-based sim-

ulators can estimate properties such as porosity and permeability. The accuracy of these

estimates depends on the quality of the digital volumes generated from micro-computed

tomography scans. To enhance the accuracy, denoising is necessary to reduce image

noise caused by various experimental factors like electronic noise and bad pixels. This

study introduces a novel two-step denoising pipeline that combines adaptive morpho-

logical filtering with non-local means smoothing, ensuring both noise reduction and

preservation of edges. The effectiveness of the proposed pipeline is assessed through

qualitative evaluation using optimal segmentation results and quantitative evaluation

using a non-reference metric and equivalent number of looks. Comparing the results of

the two-step approach with traditional non-local means and morphology-based filter-

ing using a multi-resolution structurally varying bitonic filter, the non-reference metric

and equivalent number of looks values are higher, indicating improved denoising per-

formance. Furthermore, the denoised rock volume is subjected to the next step in the

digital rock workflow to compute important petrophysical properties like porosity and

permeability. The findings indicate that our proposed pipeline significantly improves

the accuracy of estimating physical parameters such as porosity and permeability.
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INTRODUCTION

The digital rock (Al-Marzouqi, 2018; Andrä et al., 2013)

workflow is an imaging-based workflow built on three-

dimensional (3D) models of representative elementary rock

volume, referred to as mini-core plugs drilled from the reser-

voir. A typical digital rock image analysis pipeline consists of

acquiring micro x-ray computed tomography (𝜇-CT) projec-

tions of mini core plugs. These two-dimensional projections

obtained from different angles are used to reconstruct a

3D model of the rock sample (Gupta & Ranjan, 2022a,

2022b). These reconstructed models are further segmented,

resulting in geometric models to identify solid and pore

spaces in the rock. The geometric models are then used

to perform numerical simulations of different physical phe-

nomena like fluid flow, wave propagation, electric flow and

other physical phenomena. Several petrophysical properties

(i.e., porosity, permeability, etc.) can be estimated by these
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physics-based simulations. Knowing these petrophysical

properties is expected to reduce the cost and time invested

in the special core analysis experiments which is the gold

standard (Dvorkin et al., 2008). Accurate estimation of rock

properties is crucial in determining the exploration investment

in the reservoir, carbon capture and storage techniques and

so on.

However, the quality of the 3D segmented rock mod-

els depends a lot on obtaining accurate 𝜇-CT scans of the

rock samples, which are often corrupted by large noise.

Beam-hardening, partial volume effect, motion artefact, ring

artefact, scattering, reconstruction approximations and so on

are the shortcomings in the acquisition process that lead to

the noise in the image (Sheppard et al., 2004; Wildenschild

& Sheppard, 2013; S. Berg et al., 2018). Therefore, an appro-

priate pre-processing step that involves denoising of the 𝜇-CT

scans of rocks is mandatory. For rock image analysis, preserv-

ing the size of the narrowest corners and throats in the pore

space is of primary importance; hence, it requires acquiring

the scans at a high resolution. However, high-resolution scans

are contaminated by more noise due to enormous scanning

time and sampling theorem conditions (as high-resolution

scans require estimation of high-frequency information). Thus

a filtering step becomes a must when imaging at a high

resolution. Typical segmentation algorithms are sensitive to

the noise in the image, which further pushes the need for

denoising algorithms designed for digital rock.

Different methodologies have been proposed in the litera-

ture to remove shot/Poisson noise (Verma & Ali, 2013; Zha

& Qiu, 2006; Zha, 2007). Even though simple techniques

like median filtering can be used for denoising, the denoised

images result in a significant loss of resolution at the grain–

pore boundary, which leads to inefficient segmentation at

the pore–grain interface (Saxena et al., 2017). We specifi-

cally require a class of edge-preserving filters (Eibenberger

et al., 2008) in the workflow since the pixels at the pore–

grain boundary determine the flow of media (hydrogen, oil,

water or mercury). Notably the narrow pore throats are of the

utmost importance for accurate estimation of physical prop-

erties; hence, designing appropriate edge-preserving filters

is crucial. Filters like anisotropic diffusion (Sheppard et al.,

2004) and bilateral filter (Verri et al., 2017) have been a

default choice in the workflow in the past as they preserved

significant features while denoising. From recent literature on

digital rock (Saxena et al., 2019; Andrä et al., 2013; Verri

et al., 2017; Sell et al., 2016; Sun et al., 2017; Dong et al.,

2020; Reshetova et al., 2020), we observe a switch to non-

local means (NLM) filtering (Buades et al., 2005) as it has

proven to be more adaptive and efficient in preserving edges

while denoising (S. Berg et al., 2018). Hence, we have con-

sidered NLM filtering as the base filter technique to compare

our proposed denoising pipeline. The NLM algorithm is a

patch-based technique and tries to denoise based on similar

patches in the imaging domain. However, these methods are

based on pixel-based smoothing and tend to provide blurry

denoised image.

Recently, deep learning (DL) techniques have been used

in the digital rock workflow at almost every level to enhance

the performance of the workflow. DL techniques have proved

their efficacy for tasks like super-resolution (Da Wang et al.,

2019; Bai & Berezovsky, 2020; Chen et al., 2020; Ahuja et al.,

2022) and segmentation (Karimpouli & Tahmasebi, 2019; Y.

Niu et al., 2020) in the workflow. However, applying DL

for a denoising task has various challenges. The major bar-

rier is the non-availability of clean images; hence, we do not

have appropriate ground truth when using a supervised DL

approach. Sidorenko et al. (2021) have used a supervised DL

approach considering ground truth as images filtered using

the bilateral filter followed by the band-pass filter. Unfortu-

nately, this approach (Sidorenko et al., 2021) will inherently

bias the DL model by the performance of the bilateral fil-

ter, therefore defeating the whole purpose of using DL as we

could directly use a bilateral filter to perform the filtering.

Another disadvantage of using the supervised DL approach

is the requirement of a large dataset for training which itself is

cumbersome. Also, creating an accurate dataset is very diffi-

cult as it requires inputs from various independent geologists

and petrophysicists (Sidorenko et al., 2021).

To counteract the requirements of extensive training

data and data curation, we can use the recently proposed

unsupervised DL approaches (Laine et al., 2019; Lehti-

nen et al., 2018; Ulyanov et al., 2018) for denoising.

Sidorenko et al. (2021) have demonstrated the efficacy of

deep images prior to performing self-supervised denoising.

However, all the self-supervised approaches are inherently

slow as they require individual optimization for all the images

to be denoised. Another disadvantage for most of these

self-supervised approaches apart from their computational

complexity (Sidorenko et al., 2021) is the unavailability of

proper stopping criteria, making the implementation more

time consuming and complex. Hence, there is a pressing

need to develop a method/pipeline independent of data and

a method/pipeline that is easy to optimize/tune. Our proposed

pipeline is an amalgamation of two filtering techniques to

denoise digital rock images.

This work proposes a novel denoising pipeline (Figure 1)

that combines the advantage of morphology-based filtering

(which relies on the shape of structural elements) with the

NLM filtering. Herein, we consider a multi-resolution version

of structurally varying bitonic filtering (Treece, 2016, 2019)

for morphology-based filtering, which in short we refer to

as MV-bitonic filtering. Since the morphology-based method

is not based on pixel-based smoothing, edge preserving is

achieved. Our proposed approach does not require training

data, hence fast to implement in comparison to un-supervised

DL approaches (Laine et al., 2019; Lehtinen et al., 2018;

Ulyanov et al., 2018). Furthermore, the proposed pipeline is

easy to tune and optimize in comparison to other existing
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F I G U R E 1 Proposed denoising pipeline using morphology-based noise reduction followed by non-local means filtering. The yellow circle

shows efficient noise reduction for our proposed approach.

approaches. We show the efficacy of the proposed approach

in terms of a non-reference metric (Kong et al., 2013) and also

use the equivalent number of looks (ENL) (Shamsoddini et al.,

2010) to incorporate geologists marking while calculating

ENL which is proportional to the signal-to-noise ratio of sig-

nificant regions in the filtered images. In addition to assessing

the improvement using image-based evaluation metrics, we

also examined the enhancement in two crucial petrophysical

properties: porosity and permeability.

The structure of the paper is as follows: In the second sec-

tion, the dataset description is provided and we explain the

different image enhancement techniques, including NLM and

MV-bitonic along with our proposed denoising pipeline. Fur-

thermore, in the same section, the figures of merit outline

the metrics utilized for the quantitative evaluation of various

denoising methodologies in the paper. The results obtained

by applying the aforementioned denoising methodologies,

as well as their qualitative and quantitative evaluations, are

presented in the third section. The implications of these

results are briefly discussed in the fourth section. Finally, the

conclusions of this study are presented in the last section.

MATERIALS AND METHODS

Dataset

Two-dimensional dataset: We consider two-dimensional

(2D) slices of three different µ-CT scanned sandstones,

namely B1M1 (Berea), CG2_12 (Castlegate) and FB24

(Fontainebleau). Also, these scans are acquired at two dif-

ferent resolutions (2 and 4 µm) using a Zeiss Xradia 520

versa scanner. Scans acquired at 2 µm tend to be more noisy

compared to those acquired at 4 µm due to the presence

of more high-frequency information. Hence, these scans can

be used to evaluate the qualitative/quantitative differences

among the various filters and the proposed approach; the same

is demonstrated in the Results section.

Three-dimensional dataset: In this study, two open-source

rock datasets (Ebadi, 2020; Sidorenko et al., 2021)(namely

Rock A and Rock B) were used to evaluate various image

enhancement methodologies. Porosity and permeability have

been used as metrics for benchmarking these methodologies.

The rocks in this dataset were scanned using the General

Electric v-tome-x L240 CT system, specifically designed

for imaging rocks of smaller dimensions. It is worth not-

ing that the same dataset has been previously employed

to benchmark different deep-learning-based denoising tech-

niques (Sidorenko et al., 2021) in digital rock. Hence, we have

chosen to use the same datasets to assess the performance of

the denoising methodologies utilized in our work.

Image filtering techniques

This section describes various image enhancement techniques

and our proposed pipeline in detail.

Non-local means filtering

Commonly used methods for image denoising are based on

one common principle: efficient denoising can be achieved

by just averaging the pixel intensities in the local neighbour-

hood. The Gaussian smoothing model (Lindenbaum et al.,

1994), the anisotropic filtering (Perona & Malik, 1990) and

the neighbourhood filtering (Yaroslavsky, 2012; Smith &

Brady, 1997; Tomasi & Manduchi, 1998) are a few exam-

ples of denoising algorithms which perform local averaging

of pixel intensities.

The non-local means (NLM) algorithm (Buades et al.,

2005), instead of calculating the average pixel intensity in

a local neighbourhood, takes a global approach to averag-

ing. The NLM algorithm is based on the premise that all

images have a degree of self-similarity which can be utilized
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to denoise the image by averaging these self-similar parts

(patches) in the image. In other words, most images will have

similar patches in the image having similar noise character-

istics across the image, which could be used for denoising

these similar patches by averaging. Recently, NLM filtering

has established itself as a standard pre-processing step (Andrä

et al., 2013; Verri et al., 2017; Sell et al., 2016; Sun et al.,

2017; Dong et al., 2020; Reshetova et al., 2020) in the digital

rock workflow.

Multi-resolution structurally varying bitonic
filtering

Treece (2016) proposed a bitonic filter that works on the con-

cept of bitonicity. Any sequence is bitonic (Batcher, 1968) in

nature if the sequence monotonically increases (or is constant)

to its peak and thereafter monotonically decreases (or is con-

stant). In simpler terms, any bitonic sequence will have a local

minima/maxima or a saddle point. Most of the real signals can

be considered as locally bitonic in a reasonably defined range;

this encompasses both smooth signals and edges. Consider-

ing the above definition of bitonicity, we can define noise as

any signal which is not bitonic in a given range (or bitonic

over a shorter range). The above definition might be ambigu-

ous if we consider impulsive (salt and pepper) noise, isolated

impulses can be considered as signal as it follows the def-

inition of bitonicity whereas multiple impulses in a given

range will be considered as noise. The bitonic filter (Treece,

2016) was designed to preserve bitonicity in a given range and

reject the rest. The bitonic filter combines robust morpholog-

ical opening and closing operations with Gaussian filtering

operators to remove the noisy (non-bitonicity) signal from the

corrupted signal.

Since bitonicity is associated with the arrangement of val-

ues rather than actual values, it is pretty natural to switch

to non-linear order-statistic/rank filtering. For 2D images to

form a ranked set, we use a window which is commonly

referred to as a ‘structuring element’ in morphology. The

shape of the structuring element has a significant impact on

the features that can be preserved (Treece, 2016). In the case

of a bitonic filter, a circular mask was employed to maintain

an isotropic behaviour while denoising. The bitonic filter is

shown to outperform most of the filters except the NLM fil-

ter in terms of signal-to-noise (SNR) performance (Treece,

2016).

Recently, a more robust version of bitonic filtering incor-

porating structurally varying morphological operation (also

called adaptive morphology; Landström & Thurley, 2013)

was proposed by Treece (2016). It also incorporates data

thresholds and morphological operation, promoting further

noise reduction and implementing a multi-resolution frame-

work for filtering. MV-Bitonic filtering shows considerable

improvement over NLM, and hence we incorporate the same

in our proposed denoising pipeline for the digital rock work-

flow. The working of MV-bitonic filtering can be found in

detail in Treece (2019).

Proposed filtering pipeline

NLM filtering has established itself as the state-of-the-art

technique for denoising the digital rock workflow. Note that

the performance of NLM filtering can be further enhanced to

get more optimal segmentation when the noise in the recon-

structed volumes is high. Recently, MV-bitonic filtering is

proposed for denoising and is shown to outperform NLM at

almost all noise levels (Treece, 2019). MV-Bitonic, on the

other hand, has a problem of inefficient denoising in regions

expected to have constant intensities in the image and is more

prominent in images having high noise, that is, images at a

higher resolution. Hence, in this work, we propose a denoising

pipeline to compensate for the degradation in the perfor-

mance of NLM filtering at a higher noise level (which is

when images are acquired at a higher resolution) and residual

noise in MV-bitonic filtering (regions having constant pixel

intensities).

This work proposes a novel denoising pipeline consisting

of morphology-based noise reduction using MV-bitonic fil-

tering, followed by NLM smoothing. Initially, morphological

operations are used to reduce noise which is then followed

by NLM smoothing. This procedure could help us in achiev-

ing edge-preserving smoothing by combining the best of both

worlds (NLM and bitonicity). Edge-preserved enhancement

could help in achieving optimal segmentation using a basic

segmentation algorithm like Otsu thresholding (Otsu, 1979).

Mathematical details of our proposed pipeline are presented

below.

Morphological operations namely robust opening 𝐎w,c and

closing 𝐂w,c applied on image 𝐼raw(𝑝) at location 𝑝 can be

written as

𝐑w,c(𝐼raw(𝑝)) = 𝑐thcentile
𝑦∈𝑤

{
𝐼raw(𝑝 + 𝑦)

}
, (1)

𝐎w,c =𝐑w,100−c(𝐑w,c(𝐼raw(𝑝))), (2)

𝐂w,c =𝐑w,c(𝐑w,100−c(𝐼raw(𝑝))), (3)

where 𝐑w,c is a rank filter and 𝑦 is the vector distance to a

location close to 𝑝 within the region 𝑤 (which here is a 2D

structurally varying structuring element) with a pre-chosen
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centile 𝑐 (which here is assumed as 4% for optimal filter per-

formance). Rank filter sorts (ranks) 𝐼raw over 𝑤 and returns

the pixel value corresponding to the chosen centile 𝑐. Note that

𝐎w,c and 𝐂w,c operations are meant to preserve local minima

or local maxima only and also these operations do not preserve

the mean intensity of the signal. To remove these defects, we

weigh these operations as described below:

𝜖𝑂 =‖𝐆σ,α
(
𝐼raw −𝐎w,c

)‖, (4)

𝜖𝐶 =‖𝐆σ,α
(
𝐂w,c − 𝐼raw

)‖, (5)

𝐈𝐦𝐨𝐫𝐩𝐡w,c =
𝜖𝑚
𝑂
(𝐂w,c − 𝜖𝐶 ) + 𝜖𝑚

𝐶
(𝐎w,c + 𝜖𝑂)

𝜖𝑚
𝑂
+ 𝜖𝑚

𝐶

, (6)

where 𝜖𝑂 and 𝜖𝐶 represent the smoothed version of the errors

obtained after subtracting 𝐎w,c and 𝐂w,c from the original

image 𝐈𝐫𝐚𝐰 and 𝐈𝐦𝐨𝐫𝐩𝐡w,c is the output of the structurally vary-

ing bitonic filter. In Equation (6), 𝑚 controls the transition

between the opening and the closing operation. Setting 𝑚 as

3 gives a more sudden transition between the morphological

operation, which slightly improves the performance (Treece,

2019) and hence has been a default choice for our experi-

ments. 𝐆σ,α represents Gaussian-like filtering which depends

on the 𝜙 representing the angle which follows the dominant

features direction in the image and 𝛾 representing the degree

of anisotropy. 𝜙 and 𝛾 can be derived using the well-known

structure tensor 𝐓 as shown below:

𝐓 =
[

𝐺𝜎(𝑔2𝑥) 2𝐺𝜎(𝑔𝑥𝑔𝑦)
2𝐺𝜎(𝑔𝑥𝑔𝑦) 𝐺𝜎(𝑔2𝑦)

]
=
[
𝑇𝑥𝑥 𝑇𝑥𝑦

𝑇𝑥𝑦 𝑇𝑦𝑦

]
, (7)

where 𝑔𝑥 and 𝑔𝑦 represent the gradients in horizontal 𝐱 and

vertical direction 𝐲 of the image 𝐼raw(𝑝) while 𝐺𝜎 represents

the Gaussian smoothing. The local direction 𝜙(𝑝) and degree

of anisotropy 𝛾(𝑝) are calculated using the eigenvalues 𝜆1,2 of

T calculated at the current pixel location 𝑝 in the image 𝐼raw
and is given by

𝜆1,2 =
1
2

(
𝑇𝑥𝑥 + 𝑇𝑦𝑦 ±

√
(𝑇𝑥𝑥 − 𝑇𝑦𝑦)2 + 𝑇 2

𝑥𝑦

)
, (8)

𝛾(𝑝) = 1 −
𝜆2
𝜆1

, (9)

𝜙(𝑝) = 1
2
tan−1

(
𝑇𝑥𝑦

𝑇𝑥𝑥 − 𝑇𝑦𝑦

)
. (10)

Using 𝛾 and 𝜙, we calculate the expression for Gaussian-

like smoothing 𝐆σ,α as

𝐷𝑞(𝑝) =|𝑞 sin(∠(𝑞) − 𝜙(𝑝))|, (11)

ψ𝑞(𝑝) =
e−

|𝑞|2
2𝜎2(

𝐷𝑞(𝑝)𝛄(𝑝)2

𝛼2
+ 1

)(
𝐷𝑞(𝑝+𝑞)𝛄(𝑝+𝑞)2

𝛼2
+ 1

) , (12)

𝐆σ,α =

∑
𝑞∈𝑤𝑙

ψ𝑞(𝑝)𝐼raw(𝑝 + 𝑞)
∑

𝑞∈𝑤𝑙

ψ𝑞(𝑝)
, (13)

where 𝑝 represents the current pixel location and 𝑞 rep-

resents the vector distance to the neighbouring location in

the rectangular window 𝑤𝑙 of size 𝑙 × 𝑙. 𝐆σ,α represents the

smoothing via weighted average as shown in Equation (13).

Weights (Equation 12) being used are dependent on the domi-

nant image direction 𝐷𝑞(𝑝), anisotropy 𝛾 and 𝛼, which capture

the overall effect of anisotropy. If 𝛼 ≫ 1, 𝐆σ,α reduces sim-

ply to Gaussian filtering 𝐆σ. Optimal sets of masks and their

optimal orientation are obtained to implement morphologi-

cal operations as defined in Treece (2019). Using a set of

operations defined from Equation (1) to Equation (6), we mor-

phologically denoise 𝐼raw to obtain 𝐼morph which completes

the first step of our proposed pipeline.

In the second step of our pipeline, we aim to improve the

output of morphological filtering (Treece, 2019) indicated as

𝐼morph. This is achieved by applying NLM smoothing opera-

tion on 𝐼morph. Given residual noise in the corrupted image

(i.e., inefficient denoising using morphological filtering)

{𝑟(𝑝)|𝑝 is the pixel location in image 𝐼morph}, the estimated

value 𝐼out [𝑟](𝑝) using NLM filtering at pixel location 𝑝 is

given as

𝐼out [𝑟](𝑝) =
∑

𝑗∈𝐼morph

𝑤(𝑝, 𝑗)𝑟(𝑗), (14)

we observe that in order to estimate a pixel value at location

𝑝 we require information of all the pixels in image 𝐼morph. In

Equation (14), the family of weights 𝑤(𝑝, 𝑗) depends on the

similarity between the pixel at location 𝑝 and 𝑗. The weight

is directly proportional to the similarity in the intensities of

grey levels between the pixel pair. Mathematically, 𝑤(𝑝, 𝑗) is

defined as

𝑤(𝑝, 𝑗) = 1
Z(𝑝)

e
−

||𝐫(𝑝)−𝐫(𝑗 )||22
ℎ2 , (15)

where 𝐫(𝑘) denotes a vector calculated from a fixed

square neighbourhood 𝑘 centred at pixel location 𝑘. Here,
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T A B L E 1 Comparison of various metrics used for quantitative

evaluation across various denoising methods.

Metrics Input Role

Kong et al. (2013) Complete 2D Slice Quantifies overall

image quality

(edge preservation

and efficient

denoising in

Homogeneous

regions)

ENL Marked ROIs Quantifies structure

preservation while

denoising

Porosity Complete 3D

Volume

Quantifies overall

efficacy of digital

rock pipeline to

predict various

petrophysical

properties

Permeability Complete 3D

Volume

Quantifies overall

efficacy of digital

rock pipeline to

predict various

petrophysical

properties

Abbreviations: 2D, two- dimensional; 3D, three-dimensional; ROI, regions

of interest.

similarity is measured using the weighted Euclidean distance||𝐫(𝑝) − 𝐫(𝑗)||22 and Z(𝑝) is the normalization constant

defined as

𝑟𝑚𝑍(𝑝) =
∑
𝑗

e
−

||𝐫(𝑝)−𝐫(𝑗 )||22
ℎ2 , (16)

where ℎ is the degree of filtering. Equations (14)–(16) are

the steps involved in performing NLM denoising of 𝐼morph to

obtain the final denoised image 𝐼out .

Figures of merit

The major bottleneck involved in coming up with a proper

pre-processing pipeline for digital rock is the unavailability

of the ground truth images, making it challenging to quantify

various denoising algorithms. Therefore, we use the non-

reference metric proposed by Kong et al. (2013), which was

recently used to quantify the digital rock images (Sidorenko

et al., 2021). We also use the equivalent number of looks

(ENL) (Shamsoddini et al., 2010) to incorporate geologists

marking while computing the SNR of different important

regions in the filtered images. Moreover, we also compute

porosity and permeability on the 3D dataset for compari-

son. Table 1 clearly explains the utility of different figures of

metrics. It illustrates the specific usage of each metric. Out

of the four metrics, one metric utilizes regions of interest

(ROIs) marked by geologists, another metric operates on the

entire slice, and the remaining metrics work with the complete

3D volume.

Non-reference metric

Kong et al. (2013) proposed a relatively simple non-reference

metric. The structural similarity index (SSIM) (Z. Wang et al.,

2004) maps are used for capturing structural similarity, and

the detailed steps are presented below:

1. Calculate method noise image 𝐼noise: 𝐼raw − 𝐼out .

2. Calculate the SSIM map (𝑀) between 𝐼noise and 𝐼raw.

3. Calculate the SSIM map (𝑁) between 𝐼out and 𝐼raw.

4. Image quality score (𝑠): Pearson’s linear correlation coef-

ficient between SSIM maps 𝑀 and N.

Step 2 is used to understand how accurately the homoge-

neous regions in the rock images are denoised, while Step

3 indicates how accurately the highly structured regions

are preserved.

Equivalent number of looks

In order to quantify how well the homogeneous regions of the

image are denoised, we used the ENL metric, which has been

widely used in the literature (Shamsoddini et al., 2010; Gong

et al., 2015; X. Wang et al., 2012; Mohan et al., 2021) in the

context of speckle noise removal. Mathematically, the ENL is

defined as below:

ENLROI =
𝜇2ROI

𝜎2ROI

, (17)

where 𝜇ROI and 𝜎ROI represent the mean and standard devia-

tion of the selected region of interest. The higher is the value

of ENL, the higher is the efficacy of the filter to remove noise

in the homogeneous region (grain and pore regions for digital

rock images). Furthermore, the SNR has a direct correlation

to ENL values.

Porosity

Porous media is composed of two phases: the solid phase and

the pore phase. The solid phase consists of various materials,

while the pore phase represents the empty space within the

media. The total porosity is a measure defined as the ratio
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of the total pore space volume to the total volume of the

porous media. We estimate the porosity from the segmented

3D volume. There are many methods described in the liter-

ature to estimate the image-based porosity (Withjack, 1988;

Akin et al., 1996; Taud et al., 2005; Schepp et al., 2020). We

have used the adaptive thresholding segmentation technique

(Bradley & Roth, 2007) on the outputs produced from each

denoising methodology. We used the same hyper-parameters

for performing adaptive thresholding across all the different

denoising methods for consistency.

Permeability

Permeability is another widely used figure of metric to assess

the performance of digital rock pipelines. It plays a cru-

cial role in assessing porous geological samples for various

applications, including water management, fluid recovery

and carbon dioxide sequestration (Su et al., 2019; Q. Niu

& Zhang, 2019; Zhang et al., 2020; Millington & Quirk,

1961; C. F. Berg and Held, 2016). Recently, several stud-

ies (Liu et al., 2023; Jiang et al., 2023; Liao et al., 2023;

Payton et al., 2022) have efficiently estimated permeabil-

ity from digital rocks. In our study, we have employed a

recent study that offers insights into the relationship between

porosity and permeability in sandstone reservoirs (Payton

et al., 2022). By utilizing the Kozeny–Carman equation, Pay-

ton et al. (2022) derived the relationship as 𝐾 = 105.68𝜙3.88,
where 𝐾 represents permeability and 𝜙 represents porosity.

RESULTS

We have reported the results from three different rocks

acquired at two different resolutions. The different denois-

ing parameters corresponding to different filtering approaches

were chosen heuristically to result in maximum image qual-

ity score 𝑠 defined in the Non-local means filtering section.

Note that the resulting parameters were optimal in relation to

the image quality score 𝑠. Parameters used for tuning various

filters are mentioned as follows:

∙ Non-local means (NLM) filtering: We optimally choose the

degree of smoothing and search window size.

∙ Multi-resolution structurally varying (MV-Bitonic) filter-
ing: We optimally choose 𝑟, which represents the maximum

radius of the structurally varying masks.

∙ Proposed denoising pipeline: We optimally choose 𝑟 for

morphological filtering in Step 1 and degree of smoothing
in Step 2.

Qualitative results: For qualitative comparison, we have con-

sidered the optimality of the segmentation algorithm, which

T A B L E 2 Comparison of different denoising methods utilized in

this work in terms of a non-reference metric (Kong et al., 2013). The

best performing method is shown in bold.

Rock NLM MV-bitonic Proposed

B1M1 (2 µm) 0.7169 0.7098 0.7294
CG2_12 (2 µm) 0.7082 0.7224 0.7500
FB24M2 (2 µm) 0.5711 0.6362 0.6901
B1M1 (4 µm) 0.7158 0.7215 0.7329
CG2_12 (4 µm) 0.7621 0.7821 0.7934
FB24M2 (4 µm) 0.7252 0.7298 0.7901

Abbreviations: MV-bitonic, multi-resolution structurally varying bitonic; NLM,

non-local means.

is the next step in the digital rock workflow. Furthermore,

we have chosen a simpler segmentation algorithm, namely

Otsu thresholding (Otsu, 1979), to evaluate the differences

between the performance of different filters and our pro-

posed denoising pipeline. Figures 2(i) and 3(i) show the visual

performance of various filters and the proposed denoising

pipeline corresponding to 2 and 4 µm resolution, respectively.

Figures 2(ii) and 3(ii) bring out differences in the segmenta-

tion performance of various filters and the proposed denoising

pipeline. The yellow arrows in these figures indicate the

visual differences between the various denoising methods and

with original raw reconstructed output. As expected, images

acquired at a higher resolution tend to be noisier; hence, visual

differences in the segmented images can be easily observed

in the images scanned at a higher resolution (as shown in

Figure 2). Our proposed pipeline tends to provide the opti-

mal segmentation in comparison to other filters, and yellow

arrows are used to indicate the same in Figures 2 and 3. In

order to make a qualitative comparison of rock volumes, it is

necessary to expand our pipeline to accommodate and pro-

cess 3D images. Our approach involves analysing entire 3D

volumes by applying the proposed pipeline to each individual

slice and then combining them to obtain a fully denoised 3D

volume. We have provided a visual comparison for Rock A

(Figure 4).

Quantitative results: Apart from the qualitative study, we

evaluated the performance of different filtering approaches

quantitatively. Initially, the non-reference metric (see the Non-

reference metric section) was computed for the different

denoised rocks; note that the non-reference metric considers

all the required conditions necessary for performing edge-

preserving denoising. We also quantify the different image

enhancement approaches using the equivalent number of

looks (ENL). ENL indicates how accurately the homogeneous

regions of the rocks (i.e., pores or grains) are denoised. For

digital rock images, we compute ENL separately for the grain

and pore region using the representative region marked by a

geologist for each rock as indicated in Figure 5. Tables 2–4

show the quantitative comparison using a non-reference
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F I G U R E 2 Visual results for all three rocks B1M1, CG2_12 and FB24 acquired at 2 µm resolution. (I) presents raw, NLM, MV-bitonic, and

proposed images, respectively, arranged along the rows. (II) presents segmented images using the Otsu algorithm (Otsu, 1979) for raw, NLM,

MV-bitonic and proposed images, respectively, arranged along the rows. Yellow arrows indicate the efficacy of our proposed approach in terms of

optimality of the segmented image. MV-bitonic, multi-resolution structurally varying bitonic; NLM, non-local means.

T A B L E 3 Comparison of different denoising methods utilized in

this work in terms of an ENL calculated for grain using the ROI marked

(by a petrologist/geologist) as shown in Figure 5. The best performing

method is shown in bold. All values for ENL are reported in the order

of 103.

Rock Raw NLM MV-bitonic Proposed

B1M1 (2 µm) 0.1323 0.3236 1.9040 4.1991
CG2_12 (2 µm) 0.0686 0.1710 1.6707 3.7299
FB24M2 (2 µm) 0.1810 0.5267 7.9685 12.1598
B1M1 (4 µm) 0.9923 4.9370 7.0818 9.0374
CG2_12 (4 µm) 0.3669 1.6881 2.7681 7.0155
FB24M2 (4 µm) 0.4986 1.8568 2.3553 43.5399

Abbreviations: ENL, equivalent number of looks; MV-bitonic, multi-resolution

structurally varying bitonic; NLM, non-local means.

metric and ENL for grain and pore regions, respectively. The

obtained quantitative value (shown in the tables) indicates

that our proposed pipeline outperforms the state-of-the-art

non-local means (NLM) filtering. Further, the obtained quan-

titative values are higher in the 4-µm case compared to

T A B L E 4 Comparison of different denoising methods utilized in

this work in terms of an ENL calculated for the pore region using the

ROI marked (by a petrologist/geologist) as shown in Figure 5. The best

performing method is shown in bold. All values for ENL are reported in

the order of 103.

Rock Raw NLM MV-bitonic Proposed

B1M1 (2 µm) 0.0192 0.0518 0.0992 0.2405
CG2_12 (2 µm) 0.0182 0.0408 0.1224 0.3114
FB24M2 (2 µm) 0.0271 0.0954 0.9973 2.8572
B1M1 (4 µm) 0.2200 0.6776 0.7506 2.2260
CG2_12 (4 µm) 0.0598 0.0896 0.1455 0.3367
FB24M2 (4 µm) 0.0339 0.1061 0.1723 3.8992

Abbreviations: ENL, equivalent number of looks; MV-bitonic, multi-resolution

structurally varying bitonic; NLM, non-local means.

the 2-µm case since the 4-µm acquisition is less noisy in

comparison to the 2-µm acquisition.

We also employed a three-dimensional (3D) dataset (rock

volume A and rock volume B) to perform an estima-

tion of the porosity using the adaptive segmentation tech-

nique (Bradley & Roth, 2007). To facilitate a quantitative
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F I G U R E 3 Visual results for all the three rocks B1M1, CG2_12 and FB24 acquired at 4 µm resolution. (I) presents raw, NLM, MV-bitonic and

proposed images arranged along the rows, respectively. (II) presents segmented images using the Otsu algorithm (Otsu, 1979) for raw, NLM,

MV-bitonic and proposed images arranged along the rows, respectively. Yellow arrows indicate the efficacy of our proposed approach in terms of the

optimality of segmented images. MV-bitonic, multi-resolution structurally varying bitonic; NLM, non-local means.

T A B L E 5 Comparison of various denoising methods in terms of estimated porosity for Rock A and Rock B. Closest porosity values to the

reference porosity are shown in bold. We also include percentage absolute error for the estimated porosity considering reference porosity as baseline.

Reference values were computed using benchmark volumes provided by Sidorenko et al. (2021) and Ebadi (2020).

Method Rock A (reference porosity: 16.17 p.u.) Rock B (reference porosity: 18.30 p.u.)
Porosity (p.u.) / absolute error (%) Porosity (p.u.) / absolute error (%)

Raw 31.17 / 92.76 31.87 / 74.15

NLM 12.43 / 23.13 14.60 / 20.21

MV-Bitonic 13.77 / 14.84 16.19 / 11.53

Proposed 14.49 / 10.38 16.78 / 8.30

Abbreviations: MV- bitonic, multi-resolution structurally varying bitonic; NLM, non-local means.

comparison, we have utilized the reference benchmark vol-

umes provided by Sidorenko et al. (2021). The image

enhancement techniques that produced the porosity estimate

closest to the reference porosity were identified as the top-

performing denoising methodology. Table 5 displays the

estimated porosity values and the corresponding percent-

age absolute errors (computed using the reference porosity

as the baseline) for the denoised rock volumes A and B.

The analysis clearly demonstrates that our proposed denois-

ing pipeline exhibits the lowest absolute error in porosity

estimation compared to the other denoising model.

Notably, the enhancements achieved through our proposed

denoising pipeline are not limited solely to porosity estima-

tion. The improvements were found to extend to subsequent
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F I G U R E 4 Visual results for rock volume A. It represents raw, reference, NLM, MV-bitonic and proposed volumes along with a representative

2D slice for each method arranged along the rows. We also include segmented results (3D and 2D) for raw, reference, NLM, MV-bitonic and

proposed arranged along the rows, respectively.
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F I G U R E 5 Various marked regions of interest (ROI) by petrologists/geologists for all the six images considered for our study. These marked

ROIs are used to calculate the equivalent number of looks (ENL) for both grain and pore regions. The red ROI represents the grain region, while the

yellow ROI represents the pore region. (a) B1M1 (2 µm), (b) CG2_12 (2 µm), (c) FB24 (2 µm), (d) B1M1 (4 µm), (e) CG2_12 (4 µm) and (f) FB24

(4 µm).

T A B L E 6 Estimated permeabilities for rock samples A and B across different denoising methods. The closest permeability value to the

reference absolute permeability is shown in bold. We also include percentage error for the estimated permeabilities considering reference

permeability as baseline. Reference values were computed using benchmark volumes provided by Sidorenko et al. (2021) and Ebadi (2020).

Method Rock A (reference permeability: 407.42 mD) Rock-B (reference permeability: 658.73 mD)
Permeability (mD)/absolute error (%) Permeability (mD)/absolute error (%)

Raw 5.19e+3 / 1173.86 5.67e+3 / 760.75

NLM 146.66 / 64.00 274.29 / 58.36

MV-Bitonic 218.49 / 46.37 409.47 / 37.84

Proposed 266.24 / 34.65 469.62 / 28.71

Abbreviations: ENL, equivalent number of looks; MV-bitonic, multi-resolution structurally varying bitonic; NLM, non-local means.

stages in the digital rock workflow, we have also performed

permeability estimation across all denoising methodologies.

In Table 6, the estimated permeability values for rock vol-

umes A and B are summarized, along with the corresponding

absolute error percentages. It is evident that our proposed

pipeline achieves the lowest error in permeability estimation

compared to all other methodologies discussed. The results

are also depicted using absolute error plots (in Figure 6),

highlighting the magnitude of difference observed while mea-

suring both porosity and permeability across the different

denoising methodologies.

Computationally, our proposed pipeline takes more time

than individually applied NLM and MV-bitonic filtering. For

example, NLM takes 0.206 s, MV-bitonic takes 1.395 s, while

our proposed method takes 2.973 s for denoising a 400 × 400

slice of a Fontainebleau rock acquired at 4 µm. However, at

the same time, we get superior performance in terms of a

non-reference metric and a significant boost in the value of
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F I G U R E 6 Results presented in the form of absolute error plots, which visually illustrate the magnitude of differences in measuring

petrophysical parameters (porosity and permeability). The estimation of porosity and permeability values was conducted using segmented rock

volumes of A and B, employing different denoising methodologies.

ENL, which indicates significant homogeneity in the constant

regions (grain and pore region).

DISCUSSION

In our proposed denoising pipeline, we have integrated a

crucial component called the multi-resolution structurally

varying bitonic filter (MV-bitonic). This filter plays a vital

role in reducing noise. One of its significant advantages is

its ability to dynamically adjust its shape based on the noise

characteristics present in the image (Treece, 2016, 2019). This

unique adaptability sets it apart from other filters like Gaus-

sian, mean, median and other ones that lack this property.

Additionally, these filters are prone to introducing smoothing

artefacts due to their inherent implementation (visual compar-

ison presented in Figure 7). In contrast, the inclusion of the

bitonic filter in our pipeline aids in preserving finer details

and minimizing the smoothing of essential rock features. As

a result, it indirectly contributes to the accurate estimation

of various petrophysical parameters, such as porosity and

permeability, within the digital rock pipeline.

The key step involved in our pipeline is morphology-

based noise reduction, which reduces the noise using adaptive

opening and closing operations. Preserving edges along with

smoothing out the homogeneous region is a challenging task.

Hence, our approach has incorporated morphological oper-

ation, which significantly reduces noise in the input image

while preserving edges. An important drawback of using

the bitonic filter and its variants is the presence of residual

noise in the homogeneous regions (i.e., grain and pores) lead-

ing to heterogeneous regions in these regions which could

adversely affect the physical simulation results. To counter-

act this, we have performed a non-local smoothing on top

of the morphologically denoised image to smoothen out the

homogeneous region, leading to a significant boost in the

performance, that is, getting a higher number for the equiv-

alent number of looks in the pore as well as grain regions of

the image. It is emphasized that the additional step of non-

local filtering requires minimal tuning as the majority of the

high-intensity noise has already been removed through multi-

resolution structurally varying bitonic filtering. Furthermore,

incorporating non-local smoothing as the final step also gives

us an improved non-reference metric, indicating efficient

structure-preserving denoising characteristics. Moreover, it

is worth highlighting that our proposed approach not only

demonstrates effectiveness in image-based evaluation but also

significantly enhances the accuracy of estimating petrophysi-

cal parameters, specifically porosity and permeability, within

the workflow.
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F I G U R E 7 Visual comparison of our proposed pipeline with Gaussian, mean and median filtering techniques. It is evident that our

methodology outperforms the others in terms of efficient edge preservation and minimal presence of smoothing artefacts during denoising.

CONCLUSION

This work proposes a novel pipeline to efficiently denoise dig-

ital rock images before performing image segmentation and

physics-based simulation. The pipeline combines non-local

means (NLM) smoothing with the morphological operation.

Quantitative metrics like the equivalent number of looks

(ENL) calculation for grains and pores and a non-reference

metric indicating edge-preserving denoising were found to

be superior compared to the NLM and multi-resolution

structurally varying (MV-bitonic) filtering. The improvement

attained through the proposed denoising pipeline in terms of

the non-reference metric is as high as 20.8% when compared

to the most widely used the NLM filtering approach. More-

over, the proposed pipeline provides a minimum improvement

of 9.1× for ENL(grains) and 5.6× for ENL (pores) in com-

parison to the raw acquisition. In contrast, the NLM filter

could only provide a maximum improvement of 4.9× for ENL

(grains) and 3.5× for ENL (pores) with respect to noisy sam-

ples. The Fontainebleau (4 𝜇m) rock sample being the least

noisy acquisition provides the maximum improvement of 87×
for ENL (grains) and 115× for ENL (pores) when denosied

using the proposed pipeline in comparison to raw images. Fur-

thermore, visual inspection of the segmented image showed

the qualitative efficacy of the proposed method over individ-

ually applied NML or morphological procedures. Moreover,

our proposed pipeline demonstrates significant accuracy in

estimating porosity. It achieves the lowest absolute error per-

centages of 10.38% and 8.3% for rock volumes A and B,

respectively. In contrast, the NLM-filtered volume exhibits

significantly higher error percentages of 23.13% and 20.21%

for Rocks A and B, respectively. This same trend holds true

for permeability estimation, where our proposed pipeline out-

performs both MV-bitonic filtering and NLM filtering, with

the least absolute error percentages of 34.65% (Rock A) and

28.71% (Rock B).
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