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Direct Sensitivity Based Data-Optimization Strategy
for Image-Guided Diffuse Optical Tomography
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Abstract—Implementing image-guidance for diffuse optical to-
mographic imaging involves reducing the spatial optical param-
eter space within the discrete tissue types being estimated. This
makes the inverse problem overdetermined which indicates that
the required number of measurements could be less than all avail-
able measurements. In this work, we propose a data-optimization
approach to curtail the algorithmic complexity and implicitly re-
construct optical absorption image based on direct sensitivity ap-
proach. The performance of the proposed method was validated
using numerical and gelatin phantom data indicating that this
perturbation-like approach can quantify embedded regions with
good accuracy and is free of bias errors associated with regular-
ization approaches. The testing of the algorithm on human data of
fast pulsatile NIR imaging in breast tissue showed that fast updates
are possible and the required number of measurements is equal to
discrete tissue types. The proposed method offers high level of
measurement optimization for the dynamic imaging, compared to
traditional methods of full iterative regularized tomography or
recently proposed data resolution-based methods.

Index Terms—Diffuse optical tomography, direct sensitivity,
image reconstruction, measurement optimization, near infrared
imaging.

I. INTRODUCTION

D IFFUSE optical tomography is a promising non-invasive
imaging modality that uses non-ionizing near-infrared

(NIR) light to reveal the optical properties of the tissue under
investigation [1]–[3]. The NIR light undergoes multiple scat-
tering events inside the biological medium leading to limited
spatial resolution of the reconstructed diffuse optical image [4],
[5]. Several attempts have been made to improve the resolution
of the reconstructed images, the most effective approach being
the image-guided reconstruction, which combines the structural
information obtained from traditional imaging modalities such
as magnetic resonance imaging (MRI) or computed tomography
(CT) with diffuse optical imaging [6], [7].
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The image-guided reconstruction in diffuse optical imaging
can be classified as soft-prior and hard-prior. The soft-priors
approach uses the structural information in the regularization
scheme to reduce the ill-posedness of the problem [7]. The
hard-priors approach constrains the number of unknown opti-
cal properties to be reconstructed to be equal to the number of
distinct tissue types which is provided by the structural imaging
modalities (MRI/CT). The typical tissue types in breast imag-
ing are essentially, adipose (fatty), fibro-glandular, and tumor
region, making the number of unknown optical parameters to
three [8], [9]. This reduction in the number of optical properties
and guiding the solution via structural information to improve
the resolution of diffuse optical images makes it a computation-
ally efficient approach [10].

Optimization of data-collection strategy has been an active
area of research, where the focus is on reducing the number
of sources and detectors used for data-acquisition. A singular
value analysis of the weight matrix was proposed to predict op-
timal data collection strategy [11], [12]. A Cramer-Rao lower
bounds was investigated for diffuse optical imaging to perform
data-optimization with an advantage of estimating the optical
parameters without solving the inverse problems [13]. In recent
works proposed for optimized data-acquisition in image-guided
diffuse optical tomography includes a data-resolution matrix
based approach for obtaining independent source-detector map,
where the number of required detectors was reduced from 240
to 6 [14]. The crucial step in data-resolution matrix was to build
a sensitivity (Jacobian) matrix, which describes a relationship
between the variation of the measured flux on the boundary and
the variation of the absorption inside the object under investiga-
tion [14], [15] and estimate a data resolution matrix. Although
these methods have been effective, the prediction of independent
source-detector map requires usage of regularization parameter
as the Jacobian matrix is ill-conditioned. Hence, there is a need
to develop computational methods which are free of tuning
parameters in order to estimate the optimized source-detector
locations in an automated fashion.

In order to overcome these shortcomings of earlier study
[14], this work focuses on introducing a direct sensitivity
matrix (DSM) approach, which is a simple, efficient, and
regularization-free scheme to estimate the small variations in
the optical absorption parameter using a perturbation like ap-
proach. In addition, the DSM scheme is used to identify the best
signal-to-noise ratio measurements out of the available measure-
ments in order to optimize the data-collection in turn reducing
the required number of sources and detectors compared to the
traditional schemes. The DSM approach was inspired by the ap-
plication in electrical impedance tomography (EIT) to estimate
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the distribution of conductivity [16], [17]. The application of
DSM to EIT was limited to show the efficacy of parameter esti-
mation without the need to invert a matrix, but in this work we
extend this scheme to optimize the data-collection strategy. The
objective of DSM is to obtain an approximate inversion of the
sensitivity matrix without the need to directly invert it, which
typically demands a regularization parameter. The performance
of the proposed scheme was evaluated using a numerical patient
mesh, gelatin phantom data, and a real human breast data and
compared with the recently proposed data-resolution method
[14] and the standard approach, which was used as a reference
for comparison (human breast data). The results show that the
proposed DSM scheme requires only one source-detector pair
for every tissue-region defined in the mesh. Further, the DSM
scheme was found to be useful in estimating small changes (tem-
poral variations) in a dynamic imaging scenario (for real human
breast data), where the scheme outperformed the existing meth-
ods in terms of reducing the number of sources-detectors as well
as the reconstruction time. The effectiveness of the proposed
scheme was demonstrated using a realistic numerical patient
mesh where different target (tumor) locations were considered.
In addition, a numerical example was considerd to show the
minimal role of reduced scattering coefficient (μ′

s) in the DSM
in comparison with other existing methods. In order to evalu-
ate the performance in a realistic imaging scenarios, a gelatin
phantom and a real human breast data were used to show the
applicability of the DSM scheme in terms of optimizing the
data-acquisition procedure.

II. METHODS

A. Image Guided-Diffuse Optical Tomography—Forward
Problem

The continuous-wave (CW) NIR light propagation in thick
biological tissue like breast can be modeled the using diffusion
equation (DE) [6], given as,

−∇ · D(r)∇Φ(r) + μa(r)Φ(r) = Qo(r) (1)

where Φ(r) and Qo(r) are the photon fluence and isotropic light
source at a given position, r. The optical absorption parameter to
be estimated is denoted as μa(r) (units of mm−1) and D(r) de-
notes the optical diffusion coefficient where D(r) = 1

[3(μa +μ ′
s )]

with μ′
s representing the reduced scattering coefficient (in

mm−1). In this work, a finite-element based method was em-
ployed to solve the DE along with a Robin type (or Type-III)
boundary condition that accounts for the refractive-index (RI)
mismatch [6], [18] that is described in the following equation

Φ(ξ) + 2An̂ · D(ξ)∇Φ(ξ) = 0 (2)

where ξ and n̂ are represent a point on the external boundary and
an outward pointing normal respectively, and A is a factor that
depends upon the relative refractive index mismatch between
the tissue domain (Ω) and air. The factor A can be derived from
the Fresnel’ law:

A =
2/(1 − R0) − 1 + |cosθc |3

1 − |cosθc |2
(3)

where θc = arcsin(nair /n1) represents the angle at which to-
tal internal reflection occurs for photons traveling from region
Ω with RI n1 to air having RI nair , and R0 = (n1/nair −
1)2/(n1/nair + 1)2 . The source condition is assumed to be
spherically isotropic and is centered one transport scattering
distance (1/μ′

s) within the outer boundary, δΩ. The sampled
version of Φ(r) at detector locations for the continuous wave
system is the natural logarithm of the intensity, represented as
Y C (μa).

B. Image Guided-Diffuse Optical Tomography—Inverse
Problem

The unknown optical absorption parameter (μa ) in each
region is estimated iteratively by matching the experimental
boundary data (Y E ) and the computed data (Y C (μa)) in the
least square sense [8]. The objective function to be minimized
with respect to μa in this case is,

Ω(μa) = ||Y E − Y C (μa)||22 . (4)

In here, the dimension of μa is R × 1, where R represents the
number of regions and Y E/C has a dimension of M × 1, where
M represents the number of measurements which is typically
given by the product of number of sources (S) and detectors
(D) used in the imaging setup. The Levenberg Marquardt (LM)
minimization scheme is typically adapted to solve the above ob-
jective function, which results in the following iterative update
equation [8]

[JT
(k−1)J(k−1) + λI]�μk

a = J(k−1) [Y E − Y C (μ(k−1)
a )] (5)

where, k represents the update at k’th iteration and J, is the

Jacobian/sensitivity matrix where J = ∂Y C (μa )
∂μa

with a dimen-
sion of M × R. In here, I is the identity matrix and λ is the
regularization parameter. In the LM scheme, λ is monotonically
decreased after each iteration by a factor (in this work, 100.25)
and this procedure is repeated until the change in the objec-
tive function (Ω) in successive iteration becomes less than 2%
[8]. At the end of each iteration, the μa is updated with �μa ,
and subsequently recalculating the J matrix and the computed
data, Y C (μa) to estimate the next iterate. Note that although
R � M , the J matrix can still be ill-conditioned which re-
sults in the use of regularization parameter (λ) [19], [20]. The
convergence properties of the LM scheme is governed by this
regularization parameter and as a result an optimal choice is
crucial to effectively estimate μa . The LM scheme will be iden-
tified as the “standard” method for all the results presented in
this study and it is important to note that this method utilizes all
the source-detector pairs for data-acquisition and reconstruction
and in turn serves as a reference model where the ground truth
is not available.

1) Data-Resolution Approach: In a recent work [14], a
data-resolution matrix based approach was proposed for im-
age guided diffuse optical tomography which demonstrated the
ability to reduce the number of required measurements com-
pared to the standard method without compromising the recon-
struction performance. The independent measurement selection
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is made based on the data-resolution matrix given by

N = J[JTJ + λI]−1JT (6)

where J is the Jacobian matrix as discussed earlier and λ is
the regularization parameter. The independent measurements
were chosen based on the magnitude of the diagonal values of
the data-resolution matrix, which reveal the significance of a
particular measurement and the off-diagonal values relating the
dependence among measurements [14], [15]. In order to decide
the optimal minimal measurements, the matrix N is computed
at the first iteration followed by sorting the diagonal entries
of N in the descending order to reveal the importance of a
particular measurement. Now, the optimal choice is made based
on picking the first few entries of the sorted diagonal entries
as the first entry is important and like-wise the last entry being
least important. The threshold to pick the diagonal entries was
made based on the condition number of the reduced matrix J
and after a thorough analysis this optimal value was found to
be 6 (see Ref. [14] for further details). In other words, the first
six sorted diagonal entries were considered to pick the optimal
source-detector pairs.

In the approach discussed above, the data-resolution approach
does not depend on the specific measurement (Y E ) but depends
on how many diagonal entries are considered and the regular-
ization parameter (λ) that is used to construct the matrix, N.
As a result a heuristic selection of these parameters may result
in a sub-optimal estimation of the independent source-detector
locations. In order to overcome this limitation, it would be ben-
eficial to come up with optimization schemes that is automated,
which can predict the optimal source-detector map without any
user-defined parameters. Moreover, any efficient scheme that
can reduce the number of required measurements from ‘M’ to
‘R’ will increase the speed of data-acquisition and the aim of
direct sensitivity approach (proposed here) will enable this.

2) Direct Sensitivity Matrix (DSM) Approach: The first step
in the DSM approach is to establish a relationship between the
experimental data (Y E ) and the unknown optical absorption
parameter (μa ), which can be expressed as [16]:

μai = fi(yE
1 , yE

2 , . . . , yE
M ). (7)

Assuming fi relates the two quantities, μa and Y E with i = 1 to
R, expanding the above relation using a Taylor series expansion
around a known initial guess Y C

0 (obtained from calibration
procedure) , we have

μai = fi(Y C
0 ) + f

′

i(Y
C
0 )(Y E − Y C

0 ) + O((Y E − Y C
0 ))2 ,

(8)
where Y C

0 = (yC
1,0 , y

C
2,0 , . . . , y

C
M ,0) are the computed boundary

measurements corresponding to the homogeneous (initial guess)
optical absorption parameter (μa0), given as

μa0 = fi(Y C
0 ), (9)

where δY = Y E − Y C
0 and further, linearizing leads to the

higher order terms in Eq. (8) to be ignored resulting in the

following relation:

δμai = μai − μa0 = f
′

i(Y
C
0 )δY =

M∑

j=1

dij δY (10)

where f
′
i(Y

C
0 ) = di = [di,1 , di,2 , . . . , di,M ] = [ ∂μa i

∂ y1
|y1 =yC

1 , 0
,

∂μa i

∂ y2
|y2 =yC

2 , 0
, . . . , ∂μa i

∂ yM
|yM =yC

M , 0
] with dij representing the di-

rect sensitivity coefficients (DSC’s), which is used to estimate
δμa from δY .

The nodal values (δμai) are normalized in practice to get a
dimensionless quantity [16], [17], defined by

δμai =

⎡

⎣
M∑

j=1

di,j δyj

⎤

⎦

⎡

⎣
M∑

j=1

di,j y
C
j,0

⎤

⎦
−1

. (11)

As the function fi is unknown, calculating di,j is analytically
not possible as a result, the following numerical approximation
is made [16], [17]:

∂μai/∂yj ≈ δμai/δyj . (12)

Now the calculation of direct sensitivity coefficients (di,j ) is
achieved using the finite element method (FEM) [8], [18]. It
is worth noting that the above procedure is similar to the per-
turbation approach to calculate J except that the inversion is
avoided by calculating the sensitivity coefficients directly and
this procedure is repeated until the change in the objective func-
tion (Ω(μa), Eq. (2)) in successive iteration becomes less than
2% [8].

It is important to note that the reconstructed value of each
nodal absorption parameter (δμai) in Eq. (10) is simply an inner
product between the computed direct sensitivity coefficients of
each node and the fluence measurements. But, the magnitudes
of DSC’s are not uniform as a result it may give more weight to a
certain node than others which can happen if the quantity, δY is
close to zero [16]. In order to avoid such numerical instabilities,
the smallest di is chosen (i.e., ind = min[di,1 , di,2 , . . . , di,M ])
which in turn indicates the direct sensitivity coefficient with the
best signal-to-noise ratio (see Ref. [16] for a detailed explana-
tion). Further, the index (ind) with the largest signal-to-noise
ratio is in turn used to identify the source-detector pair for each
region. This step to compute the indices (ind) was performed
at the first iteration and the subsequent iterations use the same
source-detector pair to compute the absorption coefficient (μa )
for each region. This measurement selection reduces the re-
quired number of measurements from ‘M’ to ‘R’ making the
proposed scheme highly optimized and parameter-free in order
to choose the independent measurement indices as opposed to
the data-resolution approach.

For all the computations performed here, a Linux worksta-
tion with 2.4 GHz Intel Quadcore processor and 8 GB RAM
was used. For solving the NIR-light propagation forward prob-
lem, MATLAB-based open-source (NIRFAST) toolbox [18]
was used.
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Fig. 1. Comparison of the μa reconstruction distribution using the standard, data resolution, and proposed methods for the case of patient mimicking numerical
experiment. The target distribution is given in the first row for seven different target locations. The numerically generated data was corrupted with 1% normally
distributed Gaussian noise. The corresponding sources (circles) and detectors (cross marks) for each case are also indicated along the boundary of each reconstructed
image.

III. SIMULATION AND EXPERIMENTAL EVALUATION

A. Patient Mimicking Numerical Experiment

To evaluate the effectiveness of the proposed scheme with
other discussed schemes, a patient mimicking irregular mesh
was considered, where the geometry was acquired at Dartmouth
NIR-MRI setup. The breast tissue morphology captured by the
MRI setup consisted of both fatty and fibro-glandular (fibrous)
tissue. Two distinct optical absorption values (μa ) were consid-
ered for each of the tissue region in which the fatty and fibrous
regions were set to 0.01 mm−1 and 0.015 mm−1 respectively.
In order to check for the robustness of the methods discussed
in this work, seven different cases were considered in which a
third circular region mimicking a tumor was placed in seven dif-
ferent locations where the starting position was placed on x-axis
(20, 0) and was placed in different locations to reach diagonally
opposite location (−20, 0). The target distribution for the seven
different cases is given in the first row of Fig. 1 where the target
region had an absorption value of 0.02 mm−1 , and with a radius
of 7.5 mm. As the measurement setup considered in this work
was in continuous-wave domain, the reduced scattering coeffi-
cient (μ′

s) and the refractive index were set to 1 mm−1 and 1.33
throughout the domain.

The data-collection system had 16 fibers arranged in a circular
fashion, wherein when one fiber acted as a source (placed at one
mean transport length inside the boundary), the rest acted as
detectors amounting to 16 × 15 = 240 number of measurements

(M). The sources considered in the imaging setup had Gaussian
profiles with a full-width at half maximum (FWHM) of 3 mm to
replicate the realistic experimental scenario. The numerical data
was generated on a fine mesh containing 10 249 nodes which
corresponds to 20 160 triangular elements, further a normally
distributed Gaussian noise of 1% was added to the measured
data. The standard case used all the 240 measurements while
the data-resolution and the proposed scheme utilized only subset
of available measurements to estimate the absorption parameters
for each region in the imaging domain.

B. Gelatin Phantom Experiment

An experimental validation using a gelatin phantom was car-
ried out to demonstrate the efficacy of the proposed scheme and
was in turn compared with two existing methods discussed for
image guided diffuse optical tomographic image reconstruction.
The gelatin cylindrical phantom was of height 25 mm and di-
ameter 86 mm imitating a realistic breast tissue was considered.
The phantom was made up of mixture containing Titanium ox-
ide (TiO2) and India ink to obtain the effect of scattering and
absorption respectively [8]. The gelatin phantom consisted of
three different layers mimicking the adipose, fibrous, and tumor
region which were formed by hardening heated gelatin solu-
tion (80% of deionized water and 20% of gelatin). The optical
properties of the outer-most region (adipose) with a thickness
of 10 mm were μa = 0.0065 mm−1 and μ′

s = 0.65 mm−1 .
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Fig. 2. A numerical example illustrating the effect of μ′
s on the reconstruction

methods in which μ′
s of the tumor (target) in the first example (case considered

in column-2 of Fig. 1) was increased from 1 mm−1 to 2 mm−1 . (d). The
one-dimensional cross-sectional plot along the dashed line given in the image
(a) for the reconstructed images given in (a)–(c) for the case μ′

s = 2 mm−1 as
well as the reconstructed images in the second column of Fig. 1 for the case
μ′

s = 1 mm−1 . The corresponding sources (circles) and detectors (cross marks)
for each case are also indicated along the boundary of each reconstructed image.

The middle layer (fibrous) with a diameter of 76 mm had μa =
0.01 mm−1 and μ′

s = 1 mm−1 . Lastly, the third region (mim-
icking tumor) with a radius of 8 mm had μa = 0.02 mm−1 and
μ′

s = 2 mm−1 . The data was acquired at the Dartmouth-NIR
system at a wavelength of 785 nm [8] and a mesh consisting of
1785 nodes corresponding to 3418 elements was used for the
reconstruction purpose. The two-dimensional cross-section of
the phantom is shown in Fig. 3(a).

C. Human Breast Data

In the third case a real human breast data was considered. A
near-infrared tomography system with spectral encoded sources
using the guidance from magnetic resonance imaging was con-
sidered. This data was an initial human study to effectively quan-
tify the small-scale pulsatile changes of hemoglobin within the
human breast [21]. This system along with an MR-compatible
on-line finger pulse oximeter (PO) plethysmogram (Veris Vi-
tal Signs Monitor, MEDRAD, Inc.) was incorporated into an
MR scanner. The subject was simultaneously imaged by the
MR and NIR system and for the phase reference, the PO was
clamped to the subject’s finger. A total of seven NIR 785 nm
single mode laser diode sources were used to image the subject
and the NIR system acquired the data at 10 Hz resulting in a
275 s data set and the MR scan taking 15 min to obtain the

Fig. 3. Reconstructed μa distributions using (b) standard, (c) data resolution,
and (d) proposed methods described in this work for the experimental gelatin
phantom case with the target image given in (a). (e). The one-dimensional
cross-sectional plot along the dashed line given in the target image (a) for the
reconstructed images given in (b)–(d). The corresponding sources (circles) and
detectors (cross marks) for each case are also indicated along the boundary of
each reconstructed image.

T1- and T2-weighted coronal images of the breast [21]. The
corresponding coronal T1-weighted image is shown in Fig. 4(a)
where the darker regions represent the fibroglandular region
with higher hemoglobin content and the lighter regions repre-
sent the fatty/ adipose region with a relatively less hemoglobin
content.

A two-dimensional mesh with 8000 nodes was considered for
the reconstruction purpose, which was segmented into fibrog-
landular and adipose regions, based on the MR-image (given in
Fig. 4(b)). The NIR system had seven laser diode sources and
seven detectors placed opposite each other resulting in a total
of 49 measurements which was in turn used to carry out the
region-based reconstruction. The optical scattering coefficients
(μ′

s) were assumed to be 0.6 mm−1 and 1 mm−1 in the adipose
and fibroglandular regions respectively. The initial guess for the
optical absorption parameter (μa ) in the mesh was assumed to
be 0.006 mm−1 .

In Ref. [21], the relationship between the NIR signal and the
pulse oximeter plethysmogram signal was reported, which was
used as a frequency reference, where a 0.1 s temporal delay
of absorption pulse was found in the adipose region relative to
the fibroglandular region. This study showed that the signal of
blood flow in the breast tissue had a strong peak from 1.1 to
1.4 Hz frequency and eventually the PO signal also shared the
same peak revealing the fact that the blood flow in the breast was
directly oscillating from the heart beat signal [21]. In our work,
this real human data-set was used to evaluate the robustness and
accuracy of the proposed scheme to quantify the small-scale
pulsatile variations of hemoglobin inside the human breast. The
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Fig. 4. (a). Coronal T1 MR image of the human breast. (b). A segmented (fi-
brous (white), and adipose (black)) finite element mesh. Reconstructed images
with its corresponding source-detector pairs for (c) standard, (d) data resolution,
and (e) proposed schemes. Reconstructed μa values using the various recon-
struction methods in (f) the fibroglandular region and the (g) adipose region for
the human breast data. (h) The Fourier power spectrum of the reconstructed μa

values in the fibroglandular region and (i) in the adipose region. (j) A plot of
the phase difference of μa between the fibroglandular and the adipose region
versus frequency and (k) the time delay (temporal translation of phase) between
the two regions versus frequency.

obtained results using the proposed scheme along with data
resolution were compared with the standard scheme, which was
used as a reference to observe the strong peak from 1.1 to 1.4 Hz
frequency range, and a stable phase difference of approximately
50 degrees offset equivalent to a 0.1 s of temporal delay between
the adipose and fibroglandular region.

IV. RESULTS

For the case of patient mimicking numerical experiment with
1% Gaussian noise, the reconstruction results for seven different
target locations are given in Fig. 1. The first row corresponds
to the target distribution consisting of three distinct tissue re-
gions namely, fatty, fibrous, and tumor regions with increasing
absorption values as depicted by the color bar in the last row.
Second row corresponds to the results obtained using the stan-

dard method with all the 240 measurements. The sources and
detectors used for the forward and inverse model are indicated
using a circular ( magenta) and cross (green) symbols along
the boundary of the mesh. Similarly, the third and fourth rows
correspond to the results obtained using data-resolution and the
proposed approaches with the optimized source-detector posi-
tions used for the forward and inverse model are indicated along
the boundary of the reconstructed images. The different target
locations were primarily chosen to check if the required number
of measurements increased with different target locations. The
regularization parameter (λ) was kept at 1.5 for all the seven
cases in both the standard and data resolution approaches as
this value yielded optimal results. In here, M (minimal mea-
surements) was chosen as 6 for the data resolution matrix which
turned out to be optimal while the proposed scheme resulted in 3
minimal measurements (1 source-detector pair for each region)
with standard case utilizing 240 measurements.

In order to evaluate the effect of reduced scattering coefficient
(μ′

s) in the proposed method as well as the standard and data-
resolution methods, a numerical example was considered in
which the μ′

s of the tumor (target) in the first example (case
considered in column-2 of Fig. 1) was increased from 1 mm−1

to 2 mm−1 . All other simulation and reconstruction parameters
were kept intact similar to the cases in Fig. 1 including the noise
level. The reconstructed μa distributions for the standard, data
resolution and proposed methods are given in Fig. 2(a), (b),
and (c) and the corresponding optimized source-detectors for
each method is highlighted at the boundary of the reconstructed
images. Fig 2(d) shows the one-dimensional cross sectional plot
along the dashed line shown in Fig. 2(a) for the reconstructed
images given in Fig. 2(a)–(c) for the case μ′

s = 2 mm−1 as well
as the reconstructed images in the second column of Fig. 1 for
the case μ′

s = 1 mm−1 . A change in the reduced scattering
coefficient, indeed affects the SNR measured by each detector,
as a result the locations of the sources and detectors vary in
the two presented cases. In addition, it is worth noting that
the estimated μa values were over-estimated for the case μ′

s =
2 mm−1 compared to μ′

s = 1 mm−1 .
The reconstruction results obtained for the gelatin phan-

tom data using the standard, data resolution, and the proposed
schemes are shown in Fig. 3(b), (c), and (d) respectively. The tar-
get distribution is shown in Fig. 3(a) with regions labeled as ‘0’,
‘1’ and ‘2’ representing the fatty, fibrous, and tumor mimicking
regions respectively and the line-profile plot along the dashed
line in the target image for various reconstruction methods are
given in Fig. 3(e). Similar to the earlier case, the source-detector
positions are indicated along the boundary of the each recon-
structed images to show how many source-detector pairs were
required by each of the discussed schemes. The regularization
parameter for this case was set to 0.01 as this was the value
used even in the previous study to compare the data resolution
approach with the standard method [14]. Even in this case, the
minimal measurements was chosen as 6 for the data resolu-
tion matrix which turned out to be optimal while the proposed
scheme resulted in 3 minimal measurements with standard case
utilizing 240 measurements.
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The reconstruction results pertaining to the human breast
data case is given in Fig. 4. The coronal section of the
T1-weighted image MR image of the human breast is given
in (a). The segmented image obtained from T1-weighted im-
age is shown in (b) with the fibrous region represented by the
white segment and adipose by the black segment. Second row
shows the reconstructed images obtained using the (c) stan-
dard, (d) data resolution, and (e) proposed methods with optimal
source-detector pairs for each method is given along the bound-
ary of the reconstructed image. Fig. 4(f) and (g) show the first
15 s of reconstructed optical absorption (μa ) values in the fibrous
and adipose regions respectively using the standard, proposed,
and data resolution methods. Similarly, Fig. 4(h) and (i) show
the Fourier power spectrum of the two regions, Fig. 4(j) shows
the plot of phase difference of μa between the fibroglandular
and the adipose regions with respect to frequency and finally
Fig. 4(k) shows the temporal variation (translation of phase to
time) of μa in the two regions versus frequency. The parameter, λ
was set to 0.1 in this case for standard and data resolution meth-
ods. The optimal measurements for the data resolution case was
found to be 4 while the direct-sensitivity (proposed) approach
required only 2 measurements to estimate the absorption values.

V. DISCUSSION

The direct sensitivity approach has been utilized for electri-
cal impedance tomography before, but this method was only
utilized to identify the best signal-to-noise-ratio data points us-
ing a perturbation like approach to reconstruct the conductivity
of the imaging domain. In this work, we extend this approach not
only to identify the effective signal-to-noise-ratio data points,
but additionally to utilize this information to optimize the data-
collection procedure for image-guided diffuse optical tomogra-
phy. It is worth highlighting that the reconstruction procedure
adapted in this work eliminates the need to construct a DSM
(Eq. (11)) unlike the standard and data-resolution approaches
which demand the need to construct the Jacobian/ sensitivity
matrix followed by an inversion. Further more, the proposed
direct sensitivity approach is a parameter free procedure to es-
timate the optical absorption (μa ) for the distinct regions asso-
ciated with the tissue unlike the standard and data resolution
approaches which typically require a regularization parameter
(λ) (Eqs. (5) and (6)). We observed that a sub-optimal λ lead
to aberrant results where the reconstructed image completely
missed the target region and the resulting μa had only the adi-
pose and fibroglandular regions for the examples considered in
Fig. 1. This highlights the importance of tunning the regulariza-
tion parameter and the need for developing regularization-free
approaches such as the direct sensitivity approach.

The direct-sensitivity approach was effective in identifying
the independent source-detector pairs for each region in imag-
ing domain by considering the smallest direct-sensitivity co-
efficient (see Eq. (10)) which is mathematically equivalent to
regularizing the solution by avoiding quantities with large mag-
nitudes which could amplify the noise when multiplied with
measurement vector, δY . On the other hand, the data-resolution
approach requires the regularization parameter (λ) to estimate

TABLE I
RMSE CALCULATED FOR THE CASES CORRESPONDING TO FIG. 1

Case Standard ×10−3 Data Resolution ×10−3 Proposed ×10−3

1 1.0 1.1 1.18
2 0.645 1.21 1.3
3 1.2 1.1 1.28
4 0.645 1.23 1.34
5 1.1 1.21 1.27
6 1.3 1.28 1.36
7 0.866 1.31 1.35

Case 1 to 7 refers to the reconstructed images starting from extreme left to
right respectively.

the data-resolution matrix (N) in Eq. (6). and further the optimal
measurements are chosen based on the condition number of the
matrix, N. The dependence of data-resolution matrix on these
factors makes it less attractive for real-time or dynamic imaging
where parameter-free approaches are preferred.

The reconstruction results shown in Fig. 1 indicate the high-
level data-optimization that could be obtained using the direct-
sensitivity approach as opposed to the data resolution and stan-
dard approaches. The proposed scheme demanded only 3 mea-
surements (fourth row) compared to the data resolution approach
which resulted in requiring 6 measurements to quantify the
absorption parameter. In order to investigate if the proposed
scheme was biased to the target location in the imaging domain,
various target location were considered resulting in seven dif-
ferent target locations to reconstruct the absorption parameter.
This study showed the effectiveness of the proposed scheme to
reconstruct the optical properties without requiring additional
measurements irrespective of the target location. In order to
quantify the reconstruction error associated with the standard,
data resolution, and proposed methods with respect to the target
distributions, the root mean square error (RMSE) metric was
computed for all the seven cases considered. The RMSE in this
case is defined as:

RMSE =

√√√√ 1
N

N∑

i=1

(xi
target − xi

recon)2 (13)

where xi
target and xi

recon are the target and reconstructed absorp-
tion (μa ) values for the ith region respectively, since there are
three regions for the case considered here as a result N = 3. The
RMSE was calculated for the reconstructed images correspond-
ing to Fig. 1 and reported in Table I. It can be noted that the
RMSE values obtained for the proposed scheme compared to
the standard and data-resolution were in agreeable range. These
errors can be further reduced if one considers more than one
direct sensitivity coefficient (DSC) instead of the largest coef-
ficient which was the case for all the studies performed in this
work.

In order to quantify the role of μ′
s in the standard, data res-

olution, and proposed methods were illustrated in Fig. 2, and
the corresponding RMSE for the for the case, μ′

s = 2 mm−1 is
0.057, 0.0579, and 0.058 for the standard, data resolution and
proposed approaches respectively, while the RMSE for the case
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TABLE II
COMPARISON OF THE OPTIMAL MEASUREMENTS (M ) REQUIRED FOR ALL THE

RESULTS PRESENTED IN THIS WORK

Case Standard Data Resolution Proposed

Patient Mimicking Experiment (Fig. 1) 240 6 3
Experimental Phantom (Fig. 2) 240 6 3
Human Breast Data (Fig. 3) 49 4 2

μ′
s = 1 mm−1 is 0.001, 0.0011, and 0.00118 for the standard,

data resolution and proposed approaches respectively. Note that
the proposed and data resolution methods are less than 10% in
error in comparison with the standard method for the results in
Fig. 2. The error in estimation of μa stems from the fact that
the reconstruction techniques models only for the changes in μa

and not μ′
s , therefore any changes in μ′

s is reflected in the μa

(treated as unknown in all the cases). As a result, this numerical
example demonstrates the robustness of the proposed method to
estimate the μa distributions when there is a false assumption
of μ′

s .
Next, a case of gelatin phantom data was considered to com-

pare the proposed scheme with its counter parts results are as
shown in Fig. 3. The results show that the proposed scheme
performed on par with traditional and data resolution methods
with only 3 minimal measurements while the data-resolution
required 6 measurements. Finally, the utility of the proposed
scheme in a real-time application was evaluated using a real
human breast data and the corresponding results were shown in
Fig. 4. In here, the purpose of this imaging was to quantify the
small-scale pulsatile variations of hemoglobin inside the human
breast. It is worth mentioning that this is a typical case of dy-
namic imaging where optimizing the source-detectors becomes
very effective. The proposed scheme was utilized to identify the
source-detector positions for each region (in this case 2) and the
same source-detector pairs were utilized for the rest of the data-
points to estimate the absorption parameter. The minimal num-
ber of source-detectors required by the proposed approach was
only 2 while data resolution approach required 4 measurements.
The source-detector positions are highlighted with symbols in
Fig. 4. Further, the proposed scheme captured the small scale
variations, which is in unison with the standard and data reso-
lution approach although the amplitude recovered is less, how-
ever the phase and temporal delay had a close match with other
schemes. This particular example demonstrates the reliability
of the proposed scheme in capturing minute pulsatile variations
in the human breast with minimal measurement requirement.
In order to summarize the total source-detectors used in all the
cases considered in this work, Table II compares the number
of source detector pairs/ minimal measurements required for
each case. Finally, the computational time was recorded for the
results shown in this work. Table III summarizes the computa-
tional time in seconds with the number of iterations taken by
the respective methods to reach the stopping criterion, given
in parenthesis. The computation time taken for the proposed
scheme reveals the fact that the time taken to estimate the so-
lution for all the cases is relatively fast compared to its counter

TABLE III
COMPUTATIONAL TIME (IN SECONDS) FOR THE RESULTS SHOWN IN THIS WORK

Case Standard Data Resolution Proposed

Patient Mimicking Experiment (Fig. 1) 7.9 (6) 10.1 (15) 8.4 (70)
Experimental Phantom (Fig. 2) 9.2 (8) 11. 2 (7) 7.8 (55)
Human Breast Data (Fig. 3) 4.9 (4) 5.8 (7) 4.1 (33)

The total number of iterations taken for convergence is listed in parenthesis.

parts.The proposed scheme took many iterations to arrive at the
final solution which is essentially due to the fact that the updates
are very small and the large gap between the initial guess (μa

= 0.01) and the target (μa = 0.02). However the time taken
per iteration is extremely quick as there is no matrix building
or inversion. In addition, the proposed scheme was found to
be appropriate to reconstruct small updates effectively such as
temporal variations in dynamic imaging (Fig. 4) with the advan-
tage of measurement optimization. The implications of reducing
measurements can be important in dynamic imaging scenarios
where the geometry is fixed, as a result the proposed method can
be utilized to calculate the optimal source-detector positions at
the first time-point to establish a priori the required sources and
detectors and the resulting configuration could be used for the
consecutive time points (as demonstrated in the human breast
data). This is potentially an advantage to reduce the complexity
of instrumentation and reconstruction time. Finally, this work
limited its discussion to 2D geometries, however the distinct ad-
vantage of reduction in the number of measurements using the
proposed method compared to data resolution method can be
more effective in 3D geometries, in which the data-collection
configuration is typically more than three layers of sources-
detectors planes resulting in a much lesser source-detector posi-
tions required by the proposed method in comparision with data
resolution method .

VI. CONCLUSIONS

A direct-sensitivity approach was developed to optimize the
data-collection procedure, which was free of heuristic parame-
ters such as regularization or threshold parameters. The state-
of-the-art measurement optimization (data resolution) scheme
required a minimum of 2*R measurements (R being the number
of distinct tissue regions), but in this work we proposed a di-
rect sensitivity approach, which requires only R measurements.
This was accomplished by identifying independent signal-to-
noise data points and in-turn used this information to optimize
the source detectors involved in acquiring the data. More im-
portantly, the application of the direct sensitivity approach was
found to be appropriate for dynamic imaging that involves small
updates between successive data points was explored in this
work using a real human breast data. The reconstruction algo-
rithms that were developed as part of this work is available as
an open-source for enthusiastic readers/users [22].
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