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1 CDS Overview 
June 2, 2017 

CDS-Computer & Data Systems (CD-CS) 
Admissions – 2017 

Pre-interview Familiarization 

Computational and Data 
Sciences (CDS)  

•  Part of interdisciplinary research division 
of IISc 

•  Formed on December 7, 2015 (> 1 year) 
•  All faculty/research labs/academic 

programs that were part of SERC were 
moved to CDS 

•  Located in SERC building 
•  Comes under faculty of engineering 
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Post Graduate Programs  
at CDS 

Ø Ph.D. – Doctoral program in Engineering 

Ø M.Tech. (Research)–Masters program with thesis  

Ø M. Tech (2 years): Masters program in 
Computational and Data Science  

•  Faculty     
q Professors  5 
q Associate Professors  5 
q Assistant Professors  4+1 

•  Students  
q M.Tech.: 10+12 (II Year) 
q Masters by Research:20 
q Ph.D.: 30  
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•  Major Research 
Funding     
q MHRD 
q DST, DIT, DBT, CSIR 
q MSR, IBM, Google, 

Yahoo, Boeing, TCS, 
AMD, Intel, …  

PEOPLE at CDS

Research Admission Streams 
q  Computer and Data Systems (CD-CS) 
q  Computational Science (CD-CP) 
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Students @CDS 
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M.Tech. (Computational 
Science) � existing program 

•  Placements 
–  Google 
–  IBM 
–  Yahoo 
–  Nvidia 
–  GE 
–  Samsung 
–  Financial firms like 

Mckinsey  

•  Further Studies 
–  IISc Ph.D. 
–  Ph.D. in top tier 

universities 
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2015: 2 Alumni as PhD students 
@ CDS 
2016: 3 Alumni as New PhD 
students @ CDS 
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Research Students 
•  Received Microsoft, TCS, and IBM Ph.D. 

fellowships 
•  Received international fellowships like SPIE 

Education Fellowships 
•  Numerous best paper awards 
•  Numerous travel fellowships from IBM, Google, and 

Yahoo 
•  Won many challenges, including recent GE Edison 

challenge 
•  Won prestigious fellowships line Humboldt 

fellowship after graduating   7 

CDS Research 
Broad Area: Computing Sciences 
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Methods	

Systems	

Applica
2ons	
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Research Areas @ CDS 
Computer&Data Systems 
•  CAD for VLSI 
•  Computer Architecture 
•  Grid Application Research 
•  Cloud and Distributed 

Computing 
•  Machine Learning 
•  Database Systems 
•  Video Analytics 

Computational Science 
•  Computational 

Electromagnetics 
•  Computational Photonics 
•  Medical Imaging 
•  Scientific Computing and 

Mathematical Libraries 
•  Computational Fluid 

Dynamics 
•  Computational Biology and 

Bioinformatics 
•  Numerical Linear Algebra 
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Computer and Data 
Systems Research 

11 
9 

Methods	

Systems	

Applica
2ons	

Deep	learning,	data	
mining,	AI,	NLP,	image	&	
video	analy8cs,	graph	

analy8cs	

Cloud	compu8ng,	Big	
Data	Pla?orms,	HPC	and	
accelerators,	Mobile	

compu8ng	

Internet	of	Things,	
Genomics,	Neuro-

science,	Web	&	Social	
networks	

Courtesy: Yogesh Simmhan 

Computer Aided Design Laboratory 

Research 
–  Polymorphic ASICs 
–  Architecture of Runtime 

Reconfigurable SoC Platforms 
–  Compiling and Synthesis of 

Streaming Applications on 
Reconfigurable SoC Platforms 

–  QoS aware caching techniques 
for  multi-core systems 

–  Architecture of Accelerators 
for applications in 
Bioinformatics, Deep Learning, 
Simulation, and Avionics 

 
Publications 
–  Journals  : 32, 
–  Conferences: 140  

Research cooperation with 
–  SAFRAN 
–  STMicroelectronics 
–  Boeing  
–  Intel 
–  Bluespec  
–  Technical University, Delft, The 

Netherlands 
–  Leiden Institute of Advanced 

Computer Science, Leiden, The 
Netherlands 

–  Massachusetts Institute of 
Technology, Cambridge, 
Massachusetts, USA 

 
Technology Incubation 
Morphing Machines Pvt. Ltd. 

 Soumitra Kumar Nandy   PhD (IISc) 



7 

Middleware and Runtime Systems Lab 
Sathish Vadhiyar Ph.D. (Tennessee) 
Research  
•  HPC Runtime Systems / Application Frameworks: 

–  Accelerator systems: CPU-GPU hybrid executions, programming 
models. 

–  Large-scale systems: Scalability studies, processor allocation, mapping 
and remapping strategies on HPC network topologies. 

–  Primary focus on irregular applications including graph applications, N-
Body simulations, Molecular Dynamics (MD), and Adaptive Mesh 
Refinement (AMR) applications 

–  Also worked with applications in climate science and visualization in 
collaboration with researchers working in these areas. 

•  Middleware: 
–  Job Scheduling: prediction strategies and scheduling techniques for 

efficient job management on production supercomputer systems. 
–  Fault Tolerance: For exascale applications using checkpointing and 

process replication. 
Funding: Department of Science and Technology, India, Intel Parallel 

Computing Centre (IPCC) 
 

•  Main thrust is on parallel computing. Following are the areas: 
•  High performance computing (HPC) application frameworks / runtime 

systems 
–  Systems: Both GPU and multi-node systems 
–  Applications: Irregular applications 

•  Graph applications 
•  Scientific irregular applications: e.g., molecular dynamics 

•  Middleware 
–  Job management on supercomputers to reduce response times and increase 

utilization 
–  Fault tolerance for parallel applications 

•  Highlights of recent research 
–  A parallel betweenness centrality algorithm that works across both CPU and 

GPU 
–  A parallel programming model for graph applications that works 

simultaneously on both CPU and GPU 
–  A middleware that automatically determines queue configurations for 

supercomputers 
–  Framework for automatic scalability analysis for large scale parallel 

applications 

Middleware and Runtime Systems Lab 
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DREAM:Lab 
Yogesh Simmhan 
•  DISTRIBUTED	RESEARCH	ON	EMERGING	
APPLICATIONS	&	MACHINES	
o  Big	Data	Programming	Pla.orms	
o Distributed	Graph	&	Scheduling	Algorithms	
o  Clouds,	Containers,	Mobile/Edge	devices,	GPU	

•  Large-scale	open-source	so@ware	for	
Internet	of	Things	(IoT),	Graph	Analy6cs	
o GoFFish	&	GoDB:	Graph	pla.orm	&	database	
o  SmartCampus	IoT	Testbed	
o  ECHO	IoT	analyGcs	pla.orm	for	Edge+Cloud	
o Hands-on	benchmarking	with	large	systems!	

•  Industry	CollaboraFons	
o NetApp,	MicrosoJ,	VMWare,	Huawei,	Ericsson	

Time-series Graph 
Algorithms 

www.dream-lab.in  |  https://github.com/dream-lab  |  simmhan@cds.iisc.ac.in  
Stream Analytics for IoT 

Querying 
Property 
Graphs 

Machine And Language Learning (MALL) 
http://www.talukdar.net/ 

Partha Talukdar   PhD (U. Pennsylvania) 
 
Research Topics 

 Machine Learning, Natural Language 
Processing (NLP) 

 
Research Topics 

 Representation Learning for Machine Reading 
 Knowledge Graph Evaluation 
 Learning at Scale for Machine Reading 

     Goal-directed Knowledge Graph Construction 
 Entity-centric Knowledge Graph Expansion 
 Temporal Micro Reading 
 Deep Learning for Machine Reading 
  

Funding 
 Google Research, Accenture, Bosch, Nvidia 

 

Automatically build, maintain, and make the 
Knowledge Graph available to intelligent 
applications (e.g., social media analysis, 
robotics, neuroscience, etc.) at the right 
granularity, right relevance, and right time. 
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Construct	
Knowledge	Graph	(KG)	

New	Data	

Maintain	
KG	

Apply	
KG	

Improve	
KG	

Automa?cally	build,	maintain,	and	make	knowledge	available	to	
intelligent	applica?ons.	More	@	hEps://MallLabIISc.github.io/		

Thesis:	Background	Knowledge	is	Key	to	Intelligent	Decision	Making	

Database Systems Lab  (DSL) 

Jayant Haritsa   PhD (Wisconsin) 
Research Topics 

 Query Optimization, Multilingual Databases, 
Data Mining, XML Databases 

Major Projects 
 PICASSO: Visualization tool for analyzing 
behavior of industrial-strength database 
query optimizers 
 PLASTIC:  Tool for reducing overheads of 
query optimization through  plan recycling 
 MIRA: Multilingual database system for 
providing "natural-language-neutral" storage 
and operators 
 MASK: Algorithms for privacy-preserving 
mining of association rules 
 SUXESS: Database middleware for providing 
flexible cost-based solutions to XML storage 
and statistics 

 

A diagram produced from the Picasso software tool 
capturing the complex and dense geometry of the 
optimality regions of different query optimizer 
strategies over the parameter space.  The tool has 
been copyrighted by IISc and is currently in use at 
industrial and academic research institutions world-
wide, serving as a powerful visual metaphor for 
understanding, investigating and redesigning database 
query optimizers. 
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P5	
P3 

P2	

P1	

IC7	

IC6	

IC5	

IC4	

IC3	

IC2	

IC1	qa = 5% 

 
Robust Query Processing 
 

Designed QUEST, first provably 
robust declarative query 
processing algorithm (solves 35-year-
old statistical estimation problem) 

Based on Plan Bouquets, radical 
new concept published in SIGMOD 
2014; prototype system received  
Best Demo in VLDB 2014 

Extended version published in ACM 
TODS 2016 – first paper from India 
since 1988 

Followup work received Best 
Student Paper in ICDE 2016, and 
invited to IEEE TKDE 2017 

Attracted industry attention 
[IBM, Microsoft, HP, Huawei] 

Video Analytics Laboratory 
  R. Venkatesh Babu, PhD(IISc)  

 
Areas of Research  
•  Visual Surveillance and 

Monitoring 
•  Object Tracking 
•  Machine Learning in vision 
•  Human Activity Analysis 
•  Event Detection/Recognition 
•  Expression Recognition 
•  Crowd Behaviour Analysis 
•  Video Indexing and Retrieval 
•  Compressed Domain 

Processing 
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Multi-exposure fusion for dynamic scenes 

Learning the Architecture of Deep Neural Networks 

Dynamic Flow Analysis for Surveillance 

Deep Learning for Eye fixation Prediction and Salient 
Object Segmentation 

Image Retrieval Using  Deep Attribute Graphs 

Compact Representations Using Deep Object Features 

R. Venkatesh Babu  Ph.D. (IISc)  
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Visual Compu,ng Lab
Visual analy,cs, Data associa,on over graphs, Data fusion and consistency, Applica,ons of computer vision and 
machine learning in bio-medical image analysis, video surveillance problems. Some applica,on areas are - 

o  Video surveillance: human ac,vity analysis and anomaly 
detec,on.

o  Single and mul,-camera data associa,on: tracking and 
person re-iden,fica,on.

3	hrs	 6	hrs	 9	hrs	 12	hrs	

o  Analysis of confocal microscopy based plant live-cell images: cell 
segmenta,on, tracking and 3D reconstruc,on of shoot meristems. 

o  High-res connectomics: 3D segmenta,on of FIB-
SEM neuro-images, seman,c segmenta,on.

 
Anirban Chakraborty , Ph.D. (University of California, Riverside) 

Visual Computing Lab 
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Network Consistent Data Associa1on
Maximize the rewards from associa1ng 
pairs of targets across groups (cameras)

where, any target can have at most one 
match in any other group (camera) 

and, all paths connec1ng two targets 
(from two groups) across the network 
must conform to the same associa1on

ü  On a network of data-point sets, 
both direct and indirect paths of 
associa1ons exist.

ü  When associa1ons via different 
paths do not match à Network 
Inconsistency.

ü  Consistency enforced via solving 
a graph labeling problem (offline/ 
online) over the network.

Enforces	consistency	

with NCDA w/o NCDA

w/o NCDA

with NCDA

Improves	pairwise	associa3on	accuracy	

w/o 
NCDA

with 
NCDA

z	

Applied	to	(3D+t)	plant	cell	tracking	

z

t

Visual Computing Lab 
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Fellowships 

MHRD Fellowship: Default for every research student (Rs. 12,400 per 
month for M.Tech. (Research) and Rs. 25,000 – Rs. 28,000 per month for 
PhD students) 
 
External Ph.D. fellowships: Give a minmum of Rs. 32,000 per month 
TCS Research Scholar Program: 4 winners among CDS students 
IBM Ph.D. Fellowship 
Google Ph.D. Fellowship Program 
Google Women Techmakers Scholars Program 
Facebook Fellowship Program 
 
Departmental Fellowships:  
•  Specific to students admitted in CD-CS program  

•  Microsoft Data Science Fellowship, 2017 for M.Tech. (Research) 
Students 

•  Intuit NLP Fellowship, 2017 for M.Tech. (Research) Students * 
•  Ericsson IoT/Data Science Fellowship for M.Tech. (Research) 

Students * 
* Not confirmed 

 
 
 
  

http://cds.iisc.ac.in/resources/fellowships/ 



13 

Thank You! 


