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So...What is Big Data?

Data whose characteristics exceeds
the capabilities of conventional
algorithms, systems and
technigues to derive useful value.

https://www.oreilly.com/ideas/what-is-big-data

05-Jan-17 4
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Where does Big Data Come from?

= Web & Social media, Online retail & governments,
scientific instruments, Internet of Everything

Number of monthly active Facebook users worldwide as of 3rd Fachebookfst I'Tt'IOIbI|§ ad revenue as
quarter 2016 (in millions) a Share or total ad revenue

2,000 100% 3Q 2016
84%

80

1,500

60

rs in millions

1,000

Number of use

40

500

20

Source: Additi 1 Inf tion: 2013 Il4 115 l].6

Z‘?C;[:zg[: e Worldwide; Facebook; 3rd quarter 2008 to 3rd quarter 2016 Source: the company
THE WALL STREET JOURNAL.

1.79 billion monthly active users as of September 30, 2016

https://www.statista.com/statistics/264810/number-of-monthly-active-facebook-users-worldwide/
05‘Jﬂﬂ‘l7 http://www.wsj.com/articles/facebook-profit-jumps-sharply-1478117646 3
http://newsroom.fb.com/company-info/
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Why is Big Data Ditficult?

As of 2011, the global size of
data in healthcare was

By 2014, it's anticipated
thess will ba

420 MILLION
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HEALTH MONITORS
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of data are created each day e 1 K G|GREYTES
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N of Big iriet B
a did @%'
400 MILLION TWEETS

are sent per day by about 200
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1g Data Platform Stacks

In-house Apps Cancer Genomics Energy Debugging Smart Buildings
Sample 6.0LA MLBase
Access and Spark . .
rkR GraphX Splash
Int Firee BlinkDB Spal ph plash  MLPipelines
Velox
SparkSQL MLlib
Processing Engine Apache Spark (Core)
Succinct
Storage Alluxio (formerly Tachyon)
HDFS, 3, Ceph Filesystem Online NoSQL
Resource (HDFS) {HBase)
Virtualization Apache Mesos Hadoop Yarn
AMPLab Initiated Spark Community 3rd Party In Development
https://amplab.cs.berkeley.edu/software/ https://www.cloudera.com/documentation/enterprise/5-6-x/topics/cdh_intro.html
Data Lifecycle & Zeppelin Ambari User Views Administration Provisioning,
G Authenticati Managing, &
Authorization Monitoring
Falcon Protection
N Ambari
Atlas Batch Script Sql NoSql Stream Search In-Mem Others
Q Mdap Pig Hive HBase Storm Solr Spark HAWQ Ranger Cloudbreak
educe Accumul Part
Data workflow :::;""':l“ EEIRErS Knox ZooKeeper
Atlas
s "
aoop HDFS Encryption S
http://doc.mapr.com/display/MapR/MapR+Overview Flume YARN: Data Operating System Oozie
Kafka
Whirr Sqoop Oozie NFS L HDFSHadoop Distributed File System
Hive Flume WebHoFS

Cata oA Viahout Cascading
s | MR — http://hortonworks.com/products/data-center/hdp/
aoReduce Apache

MapReduce e

MapR-F5 NFS Interface 7
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Hadoop vs. Spark...Fight!

Component
HDFS
YARN
Pig
" Hive
Mahout :
Storm
Giraph
HUE

Tools

~\

Tachyon
Mesos

Spark native API
Spark SQL
MLIib
Spark Streaming
GraphX
Spark Notebook/ISpark

ttttt ://www.razormind.co.uk/news/the-big-data-answer-hadoop-with-spark



CDS.IISc.in | Department of Computational and Data Sciences

L2 Learning Objectives

1. What is MapReduce & Why is it useful?

2. How does the MapReduce programming model
work?

3. How can you design and write simple MR
applications?

4. How can you design and write more advanced
MR applications? [L3]
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Motivation

10
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Distributed Systems

= Distributed Computing
» Clusters of machines
» Connected over network

= Distributed Storage
» Disks attached to clusters of machines
» Network Attached Storage

" How can we make effective use of multiple machines?

= Commodity clusters vs. HPC clusters
» Commodity: Available off the shelf at large volumes
» Lower Cost of Acquisition

» Cost vs. Performance
* Low disk bandwidth, and high network latency
* CPU typically comparable (Xeon vs. i3/5/7)
* Virtualization overhead on Cloud

" How can we use many machines of modest capability?
11
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Growth of Cloud Data Centers

Figure 1. Data Center Growth
600 - 50%
- 45%
500 + 40%
35%
400 - % Share
30% of Data
Hyperscale Center
25%
Data Centers Servers
20% (Installed
200 1 159, Base)
100 A e
5%
0 A 0%

2015 2016 2017 2018 2019 2020

Source: Cisco Global Cloud Index, 2015-2020; Synergy Research.

24 Operators: Microsoft/Azure, Amazon/AWS, Rackspace, Google,
Salesforce, ADP, Facebook, Yahoo, Apple, Amazon, Alibaba, eBay,...

Figure 6. Total Data Center Traffic Growth
27% CAGR
2015-2020

B Traditional Data Center (9% CAGR)

18 m Cloud Data Center (30% CAGR)
16
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per Year

N B O @

o

2015 2016 2017 2018 2019 2020
Source: Cisco Global Cloud Index, 2015-2020.

Figure 20. Global Data Center Storage Capacity:
Traditional vs. Cloud

2,000 B Public Cloud Data Center
1,800 " Private Cloud Data Center
1,600 HETraditional Data Center
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,200
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Storage 1,000

Capacity in 800
Exabytes ggg
400
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Source: Cisco Global Cloud Index, 2015-2020.
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Figure 5. Global Data Center Traffic by Destination in 2020

Data Center
10 user
14%

Within Data Center
77%

Data Center
10

Data Center
9%

2020

Source: Cisco Global Cloud Index, 2015-2020.
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Growth of Cloud Data Centers

Figure 17. Global Data Center Workloads by Applications

u Other Consumer Apps (23% CAGR) .
® Search (25% CAGR) ,jg 1’%?;%%
600 | ®Social Networking (33% CAGR)

} Consumer

— Enterprise

] Vldeo Streamlng '(32% CAGR)
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400

olraporatio
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0
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Source: Cisco Global Cloud Index, 2015-2020.
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Degrees of parallelism

N
Bit/Word
o
Instruction
J
o

Task/Thread

14
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Degrees of Parallelism

Do your review...collectively?

o D)
J 1. Blah blah?

4

N
Block/Message

= Data parallel vs. Task Parallel
* Independent processes

* Independent data
dependency

= Tight vs. Loose Coupling

File/Stream

Distributed Files

13
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= System Size: Higher performance when adding
more machines

= Software: Can framework and middleware work
with larger systems?

" Technology: Impact of scaling on time, space and
diversity

= Application: As problem size grows (compute,
data), can the system keep up?

= Vertical vs Horizontal: ?
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Scalability Metric

" |f the problem size is fixed as x and the number of

processors available is p
time(1,x)

time(p, x)

Speedup(p, x) =

" |f the problem size per processor is fixed as x and
the number of processors available is p

time(1,x)
time(p, x.p)

Speedup(p,x.p) =

17
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ime
Speedup

Executicn T

Number of PFrocessors (p) Number of Processors (p)

18
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= Amdahl’s Law for Application Scalability
» Total problem size is fixed
» Speedup limited by sequential bottleneck

= f.is serial fraction of application
0 fp is fraction of application that can be parallelized

" p is number of processors
time(1,x)

time(p, x)

fp

Speedup(p, x) =

fs

19
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Amdahl’s Law

Amdahl’s Law

"

P

7~

Parallel Portion

Non — Optimizable (1 — f = 0.5) ' Optimizable (f)

| Optimized 5x

Speedup

Number of Processors

7 —— 50%
—T75%
—— 00%
—95%
|
yd
v
L~

Original process

Make B 5x faster

Make A 2x faster

| Optimized 10x

Two independent parts A B
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Weak Scaling

" Gustafson’s Law of weak scaling
» Problem size increases with number of processors
» “Scaled speedup”

Ru;fztimel = SerWork + (P x ParW(')rk) ' '

Gustafson's Law: S(P) = P-a*(P-1)

120 .
x=000 % (x-1) ——
X-0.2% (x-1)
X=03#*(x-1y " —nr |
100 |- X045 1) ——= 7
05 (-1
X-0.6%(x-1)
XT07 % (x]
or T X085 -]
- S -n.'t_a: (o)
I 1 . o P
1 S -
] 1 -
L E ,///
¥ 1 )
] 1 ///’
] 1 40 - /'//
SerWork ParWork
.
1 e ~
Runtimep = SerWork + ParWork =1 “r ===
= —
0 — L
0 20 40 60 80 100 120

Number of Processors - P
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= Strong vs. Weak Scaling

= Strong Scaling: How the performance varies with
the # of processors for a fixed total problem size

= Weak Scaling: How the performance varies with
the # of processors for a fixed problem size per
processor

» MapReduce is intended for “Weak Scaling”

22
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" Programming distributed systems is difficult
» Divide a job into multiple tasks
» Understand dependencies between tasks: Control, Data
» Coordinate and synchronize execution of tasks
» Pass information between tasks
» Avoid race conditions, deadlocks

= Parallel and distributed programming
models/languages/abstractions/platforms try to
make these easy
» E.g. Assembly programming vs. C++ programming
» E.g. C++ programming vs. Matlab programming
23
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Availability, Failure

" Commodity clusters have lower reliability
» Mass-produced
» Cheaper materials
» Smaller lifetime (~3 years)
" How can applications easily deal with failures?
" How can we ensure availability in the presence of faults?

24
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Map Reduce

23
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Patterns & Technologies

" MapReduce is a distributed data-parallel programming
model from Google

= MapReduce works best with a distributed file system,
called Google File System (GFS)

" Hadoop is the open source framework implementation
from Apache that can execute the MapReduce
programming model

* Hadoop Distributed File System (HDFS) is the open
source implementation of the GFS design

* Elastic MapReduce (EMR) is Amazon’s PaaS

26
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“A simple and powerful interface that enables
automatic parallelization and distribution of large-
scale computations, combined with an
implementation of this interface that achieves high
performance on large clusters of commodity PCs.”

Dean and Ghermawat, “MapReduce: Simplified Data Processing on Large Clusters’,
OSDI, 2004

2/
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MapReduce Design Pattern

= Clean abstraction for programmers
= Automatic parallelization & distribution

» Fqult-tolerance

= A batch data processing system
" Provides status and monitoring tools

28
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MapReduce: Data-parallel
Programming Model

" Process data using map & reduce functions

"map(k;, v;) = List<k , v >[]
» map is called on every input item
» Emits a series of intermediate key/value pairs

= All values with a given key are grouped together
"reduce(k,, List<v >[]) = List<k., v.>[]

» reduce is called on every unique key & all its values
» Emits a value that is added to the output

input | shuffle reduce output
( 0, 0067011990.) (1950,
8‘3 gz;gﬁggg ; 83?3 ii; > (1949, [111,78]) (1949, 111)
(318, 0043012650..) (149, 111) (1950, [0, 22, -11]) (1950, 22)
(424, €043012650..) (1049, 78)
cat * | map.rb sort reduce.rtb > output

Figure 2.1 MapReduce Iogical data ﬂow Copyright © 2011 Tom White, Hadoop Definitive Guide 29
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" Functional operations do not modify data
structures

» They always create new ones

» Original data still exists in unmodified form (read
only)

" Data flows are implicit in program design

" Order of operations does not matter
» Commutative:a0Ob0c=b0adc=c0Ob?a

30
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" |n a purely functional setting

» Elements computed by map cannot see the
effects of map on other elements

» Order of applying reduce is commutative
ca0b=b?0a
* Allowing parallel/reordered execution
» More optimizations possible if reduce is also
associative
*(adb)Oc=a0(b?0c)

jl
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MapReduce & MPI Scatter-Gather

MPI_Scatter

@—

® ® ® @ “®’_ Routing determined by

array index/element
position

Routing determined by key MPI_Allgather

je

http://mpitutorial.com/mpi-scatter-gather-and-allgather/
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MapReduce: Word Count

Map(kl,vl) - list(k2,v2)
Reduce(k2, list(v2)) - list(k2,v2)

D m >
/“ <how, 1>
P <now, 1> <how,1 1> 5
How now MV <brown, 1> <now,1 1> rown 1
Brown cowT| <cow,1> — 5 <brown,1> cow 1
<hOW,1> <COW,1> \ does 1
M <does, 1> <does, 15 how 2
How does o L it 1
—r <1t,1> <1t,1> ___—
It work ’ now 2
now b <work, 1> <work,1> ’
M <now, 1> Reduce work 1
°
°
N MapReduce Framework N
Input Output

Distributed Word Count 73
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Map

" |nput records from the data source
» lines out of files, rows of a database, etc.

" Passed to map function as key-value pairs
» Line number, line value

" map() produces zero or more intermediate values,
each associated with an output key

NNy
EENOOO

34
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Map

= Example Wordcount
map(String input_key, String input_value):
// input_key: line number
// input_value: line of text
for each Word w in input value.tokenize()

EmitIntermediate(w, "1");

(9, “How now brown cow”) -
[ (“How”, 1), (“now”, 1), (“brown”, 1), (“cow”, 1)]

33
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=" Example: Upper-case Mapper
map(k, v) { emit(k.toUpper(), v.toUpper()); }

(((_FOOJJ, (CbaP)J) 9 (((FOOJ)) (CBARJ))

(“Foo”, “other”) - (“FO0”, “OTHER”)
(r(keyz)), “data”) 9 (“KEYZ,), “DATA”)

= Example: Filter Mapper
map(k, v) { if (isPrime(v)) then emit(k, v); }

(“foo”, 7) » (“foo”, 7)
(“test”, 10) > () //nothing emitted

jb
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= All the intermediate values from map for a given
output key are combined together into a list

= reduce() combines these intermediate values into one
or more final values for that same output key ...
Usually one final value per key

" One output “file” per reducer

ntal [l H H HE N 000000
~— — ~—

returned

37
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Reduce

=" Example Wordcount

reduce(String output_key, Iterator intermediate_values)
// output_key: a word
// output values: a list of counts
int sum = ©;
for each v in intermediate values
sum += ParselInt(v);
Emit(output_key, AsString(sum));

(“A,,) [1) 1) 1]) 9 (“A,,J 3)
(“B”, [1, 1]) - (“B”, 2)

38
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MapReduce: Word Count Drilldown

Input key*value Input key*value

pairs pairs
How now

Brown cow

How does
It work now

for each w for all w in
ma : ma value do
Data store 1 P in value do g ggen P —_—
< emit(w,1) emit (w, 1)
<How, 1>
<How, 1> / \ ’ /
<does, 1>
<now, 1> (key 1, (key 2, (key 3, .+ 1 (key 1, (key 2, (key 3,
<brown.1> values...) values...)  values...) <1, L2 vaes...) values...)  values...)
’ <work,1>
<cow, 1>
¥ <now, 1>
== Barrier == : Aggregates intermediate values by output key
<How,1 1> key 1, <brown,1> key 2, <(.joes’1> key 3,
? intermediate <cow.1> intermediate <1it,1> intermediate
"’
sum =
sum + value reduce reduce reduce
emit (key, sum)
does 1
How 2 fina key 1 brown 1 gna'key 2 finalkey 3 it 1

now 2 values cow 1 values values work 1
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" Number of Mapper and Reducer tasks is specified
by user

= Each Mapper/Reducer task can make multiple calls
to Map/Reduce method, sequentially

=" Mapper and Reducer tasks may run on different
machines

" Implementation framework decides
» Placement of Mapper and Reducer tasks on machines
» Keys assigned to mapper and reducer tasks
» But can be controlled by user...

40
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The Magic happens here!

= Shuffle does a “group by” of keys from all mappers
» Similar to SQL goupBy operation

= Sort of /ocal keys to Reducer task performed
» Keys arriving at each reducer are sorted
» No sorting guarantee of keys across reducer tasks

= No ordering guarantees of values for a key
» Implementation dependent

= Shuffle and Sort implemented efficiently by framework

41
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BN OB: B B: 3 :1l:

/ / \
Host A / l lHost B \ Host C

[ mapper ] [ mapper ] { mapper ] [ mapper ]

Intermediate l l l l
Key-Value Pairs E 1 u 2 3 6 E 5 2 u 7 8
Shuffle and Sort: aggregate values by keys

B s b [EK < I HEIE
! ) !

[ reducer ] reducer ] [ reducer

! ! !
x B v i H:

Host A Host C Host D

40

Data-Intensive Text Processing with MapReduce, Jimmy Lin, 2010
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Maintainer State in Tasks

= Capture state & dependencies across multiple keys

and values
Mapper object <— one object per task
' State preserved for
/ atask, across calls
/
[ e
I configure <— APl initialization hook configure
1 )
\ N |
< one call per input
\ key-value pair
\ map
one call per
\_ / intermediate key

close API cleanup hook.
Called after all Map/Reduce calls done

43
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Improve Word Count using State?

map(String k, String v)
foreach w in v.tokenize()
emit(w, "1")

reduce(String k, int[] v)
int sum = ©
foreach n in v[] sum +=

emit(k, sum)

\%

mapperInit()
H =
map(String k, String v)

new HashMap<String,int>()

foreach w in v.tokenize()
H[w] = H[w] + 1
mapperClose()
foreach w in H.keys()
emit(w, H[w])

reduce(String k, int[] v)
int sum = ©;
foreach n in v[] sum += v

emit(k, sum)
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Anagram Example

=" “An anagram is a type of word play, the result of
rearranging the letters of a word or phrase to
produce a new word or phrase, using all the
original letters exactly once; for example orchestra
can be rearranged into carthorse.” ... Wikipedia

= thickens = kitchens, reserved = reversed,
= cheating = teaching, cause = sauce
= Tom Marvolo Riddle =1 am Lord Voldemort

" Problem: Find ALL anagrams in the English
dictionary of ~1M words (10°)

= IM X 1M comparisons?

45
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public class AnagramMapper extends MapReduceBase implements
Mapper<LongWritable, Text, Text, Text> {
private Text sortedText = new Text();
private Text orginalText = new Text();

String word = value.toString();

char[] wordChars = word.toCharArray();
Arrays.sort(wordChars);

String sortedWord = new String(wordChars);
sortedText.set(sortedWord);
orginalText.set(word);

// Sort word and emit <sorted word, word>
outputCollector.collect(sortedText, orginalText);

http://code.google.com/p/hadoop-map-reduce-examples/
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String output = 5
while(anagramValues.hasNext()) {
Text anagram = anagramValues.next();
output = output + anagram.toString() + "~";
}
StringTokenizer outputTokenizer =
new StringTokenizer(output,"~");
// if the values contain more than one word
// we have spotted a anagram.
if(outputTokenizer.countTokens()>=2) {
output = output.replace("~", ",");
outputKey.set(anagramKey.toString());
outputValue.set(output);
results.collect(outputKey, outputValue);

} 47
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Logic runs on output of Map tasks, on the map
machines
» “Mini-Reduce,” only on local Map output

Output of Combiner sent to shuffle
» Saves bandwidth before sending data to Reducers

Same input and output types as I\/Iap’s output type
» Map(k,v) -
» Combine -
» Reduce > (k’’,v’?)

Reduce task logic can be used directly as combiner if
commutative & associative. Usually for trivial ops.

Combiner may be called 0, 1 or more times
48
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Partitioner

" Decides assignment of intermediate keys grouped to
specific Reducer tasks

» Affects the load on each reducer task

= Sorting of local keys for Reducer task done after
partitioning

= Default is hash partitioning
» HashPartitioner(key, nParts) - part
» Number of Reducer (nParts) tasks known in advance
» Returns a partition number [0, nParts)

» Default partitioner balances number of keys per Reducer
... assuming uniform key distribution

» May not balance the number of values processed by a
Reducer

49
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Map-MiniShuffle-Combine-
Partition-Shuffle-Sort-Reduce

BB chlcd:-0-H

AN R N

Cromer) (o) (owon ] (romer)

-H -B

[ combiner ] [ combiner ] [ combiner ] [ combiner

l Combine & Partition phases

-8 -H could be interchanged,

based on implementation
[ partitioner ] [ partitioner ] [ partitioner ] [ partitioner ]

Shuffle and Sort: aggregate values by keys Combiner &
B b Partitioner are
! ! ! powerful constructs.

[ reducer ] [ reducer ] [ reducer ]

| |
1]

Use them wisely!

Data-Intensive Text Processing with MapReduce, Jimmy Lin, 2010
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MapReduce for Histogram

7 2 11 2
2 1 11 4
9 10 6 6
6 3 2 8
0 5 1 10
2 4 8 11
5 ) 1 0

!
y

)

POORNO®R
- - - - - - -
R R R RRRR
ORRONOO®
- - - - - - -
(N SN
>
R
—
0 BEOESECECRENSEN
S M]
R R R RRRR
ONNNRRO®
- - - - - - -
R R R RRRR

—

3)1 : g’i g’i . 1’1 Data transfer &
’ R ) ]

2,1 { 0,1 0,1 | 1,1 shuffle between
2,1 16,1 0,1 41,1 Map & Reduce
2,1 0,1 0,1 | 1,1 :

2,1 {0,1 0,1 | 1,1 (28 items)

2,1 1 1,1

2,1 11

000

2,8 { 0,12 | 1,8

int bucketWidth = 4 // input

Map(k, v) {
emit(floor(v/bucketWidth), 1)
// <bucketID, 1>

// one reduce per bucketID
Reduce(k, v[]){
sum=0;
foreach(n in v[]) sum++;
emit(k, sum)
// <bucketID, frequency>
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int bucketWidth = 4 // input

7 2 11 2

2 1 11 4

9 10 6 6

6 : 2 Map(k, v) {

2 2 g 11 emit(floor(v/bucketWidth), 1)
5 0 1 0

é // <bucketID, 1>
D o )

1,1 0,1 0,1 1,1 {2,10,1 0,1 2,1
0,1 0,1 0,1 1,1 {2,12,1 1,1 2,1 .
2,1 1,1 2,10,1{1,10,1 1,10,1 Combine(k, v[]){
1,1 0,1 10,1 2,1 —
| Mini Shuffle | | Mini Shuffle | Mini-shuffle // same code as Reduce()
2,1 1,1 0,10,1{2,12,1 1,1 0,1 between Map & }
2,1 1,1 @,10,1:2,12,1 1,1 0,1 Combine
1,1 9,1 e,1§z 12,1 1,1 0,1 (28 items)
e o // one reduce per bucketID
OO0 000 reduce((c, VL)
; _ sum=0;
~— 6items .
ShwWe foreach(n in v[]) sum++;
| 15 § e7 emit(k, Sum)

Combiners for all keys

may not run. And they
may run on only a subset }

0,12 of values for the key.

// <bucketID, frequency>

Since Reducer is and , its logic can be used as a Combiner
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= Mini-Shuffle lowers the overall cost for Shuffle
= E.g. n total items emitted from m mappers
= NW Transfer and Disk 10 costs

> In ideal case, mitems vs. n items written and read from
disk, transferred over network (m<<n)

= Shuffle, less of an impact

» If more mapper tasks are present than reducers, higher
parallelism for doing groupby and mapper-side partial
sort.

» Local Sort on reducer is based on number of unique
keys, which does not change due to combiner.

5]
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Quick Assignment

Find the Mean of a set of numbers
Map Input: =, int  eg,<x,8>,<x,32>,<x,20>,<x,4>
Reduce Qutput: =, int e.8.<x,16>

94
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Computing the Mean:
Simple Approach

1: class MAPPER
2: method MAp(string t.integer r)
3: EMIT(string ¢, integer r)

1: class REDUCER All work performed by single Reducer!
2 method REDUCE(string ¢, integers [ry.rs, .. .|)

3 sum «— 0

4 cnt «— 0

5: for all integer r € integers [ry, 72, ...] do

6 SUMm «— sum +r

7 cnt — ent + 1

8 Tang < Sumjent

9 EMIT(string ¢, integer r,,,)

Optimization: Can we use Reducer as Combiner?
www.cs.bu.edu/faculty/gkollios/#da14
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o
Computing the Mean:

Using a Combiner

1: class MAPPER
2: method MAPp(string f. integer )

[

1
2
3
4
5:
6
7
8
9

Is this correc

EmIT(string ¢, integer r)

class COMBINER
method COMBINE(string ¢, integers [ry, 7. .. .])

sum — 0
cnt — ()

for all integer r € integers [ry,72,...] do

Sum — suwm 4+ r
ent «— cnt + 1
EMIT(string t, pair (sum, cnt))

. class REDUCER
method REDUCE(string ¢, pairs [(s1, 1), (S2.¢2) . ..])

sum — 0
cnt — 0

> Separate sum and count

for all pair (s, c) € pairs [(s1,¢1).(s2.¢3)...] do

SUIM +— sSum —+ s
cnt «— ent + ¢

Favg < Sum/ent
EmiT(string ¢, integer r4,4)

t?

www.cs.bu.edu/faculty/gkollios/adal4
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Computing the Mean: Fixed?

1:
2:

[

. CDS.IISc.in | Department of Computational and Data Sciences

class MAPPER
method MAap(string 7, integer )
EMiT(string ¢, pair (r. 1))

class COMBINER

method COMBINE(string ¢, pairs [(s;,¢1), (S2.¢2) .. .])

sum — 0
cnt — ()

for all pair (s, c) € pairs [(s1,¢1),(s2.¢2)...] do

SUM «— sum —+ s
cnt — cnt 4+ ¢
EMIT(string t, pair (sum, cnt))

class REDUCER

method REDUCE(string ¢, pairs [(sy, ¢1), (S2.¢2)-..])

sum — 0
cnt — 0

for all pair (s,c) € pairs [(s1,¢1).(s2.¢2)...] do

Sum «— sum + s
cnt «— cnt + ¢
Tavg < Sum/ent
EMIT(string ¢, pair (raug, cnt))

www.cs.bu.edu/faculty/gkollios/adal4

37
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TeraSort: Sorting Large Files

" |nput is a list of positive numbers (or words)
» Say a terabyte of data, 101! entries of 10 bytes each

" Qutput is the list of numbers or words in sorted
order

=" How can we use MapReduce for this?
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TeraSort: Sorting Large Files

" Approach 1
» Have n mappers and 1 reducer tasks
» Map(key, num) - (num, 0O)

» Shuffle & Local Sort: All numbers (intermediate keys) to
the single reducer is sorted by framework

» Reduce(num, [0]) -» (num*)

» Output from the reducer task is in sorted order

» NOTE: repeat printing of num if there are duplicate ‘0’
» Do we have any scaling?
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TeraSort: Sorting Large Files

" Approach 2
» n mapper, m reducer tasks
» Map(key, num) - (num, O)

» Shuffle & Local Sort: All numbers (intermediate keys) to
a single reducer are sorted

» Reduce(num, [0]) -» (num*)

» Local output of numbers from each reducer is sorted,
e.g. m sorted files

» Merge Sort separately?
» What is the scaling? Balancing?
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TeraSort: Sorting Large Files

" Approach 3
» n mapper, m reducer tasks
» Map(key, num) - (num/(MAX/m), num)

» Map does a histogram distribution of num into reduce
method buckets

» Reduce(bucketID, num[]) » sort(num[])

» Reduce performs a local sort of all local numbers
e Sort managed by us, needs to fit in memory, etc.

» Concatenate output of m sorted files
» What is the scaling?

bl
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TeraSort: Sorting Large Files

= Approach 4

» n mapper, m reducer tasks
» Map(key, num) - (num, O)
» Partition(num, m) - floor(num/(MAX/m))

» Partitioner causes numbers to be range-partitioned to
each reducer

e Range of values required, 0..MAX
* Words (string) requires a trie for efficiency

» Shuffle & Sort: Local range of numbers to a reducer is
sorted

» Reduce(num, ©) - (num)
» Concatenate sorted output from each reducer
» What is the scaling?
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" Programmers must specify:
map (k, v) = <k’, v'>*
reduce (k’, V'[]) = <k”, v/'>*
» All values with the same key are reduced together

= Optionally, also:
partition (k, number of partitions) - partition for k’
» Often a simple hash of the key, e.g., hash(k’) mod n
» Divides up key space for parallel reduce operations
combine (k’, v') = <k/, v/>*
» Mini-reducers that run in memory after the map phase
» Used as an optimization to reduce network traffic

" The execution framework handles
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=" The execution framework handles everything else...
» Scheduling: assigns workers to map and reduce tasks
» “Data distribution”: moves processes to data

» Synchronization: gathers, sorts, and shuffles intermediate
data

» Errors and faults: detects worker failures and restarts

= Limited control over data and execution flow
» All algorithms must expressed inm, r, c, p

" You don’t know:

Where mappers and reducers run

When a mapper or reducer begins or finishes

Which input a particular mapper is processing

Which intermediate key a particular reducer is processing

v

v

v

v
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Announcements,
etc.

63
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Admin Stuff

= Add yourself to coursereg.iisc.ac.in if you are an
11ISc Student crediting/auditing the course

= Add yourself to the DS256.Jan17 mailing list

» http://mailman.serc.iisc.in/mailman/admindb/ds256.jan
17

» All announcements, etc. will be sent to this list

» Accounts on turing cluster will be created only for those
on this list

il§


http://mailman.serc.iisc.in/mailman/admindb/ds256.jan17
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Assignment O (by 12/]Jan)

= By Jan 12
» Setup IDE like Eclipse, Intelli)

» Pseudo-distributed setup of Apache Hadoop v2 on
laptop/workstation

» Wordcount, Distributed Grep, PageRank on local setup
» Look into WordCount code. With and without combiner.

= BylJan 17

» turing account details to be email by 16 Jan
» Wordcount, Distributed Grep, Sort, PageRank on turing cluster
» Monitoring, Logging and Performance measurement

» How long does grep and sort Linux commands take?
« 1MB, 10MB, 100MB, 1GB integer files

Assignment 1to be posted on Jan 17/,
due Feb 7
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Reading

= Textbook: Data-Intensive Text Processing with MapReduce,
Jimmy Lin and Chris Dyer, 2010,
https://lintool.github.io/MapReduceAlgorithms/

» Chapters 1, 2,3
" Mining of Massive Datasets, Jure Leskovec, Anand

Rajaraman and Jeff Ullman, 2nd Edition (v2.1), 2014,
http://www.mmds.org/#ver21

» Chapters 1.3, 2.1-2.3, 2.5-2.6

Additional Resources

=" Hadoop, HDFS & YARN
» Hadoop: The Definitive Guide, 4" Edition, 2015

» Apache Hadoop YARN: Moving Beyond MapReduce and
Batch Processing with Apache Hadoop, 2015
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= Venue: Satish Dhawan Auditorium, Indian Institute
of Science

= 24th January 2017

= 3:30 — 5:00 PM: Track: Data Science for Societal
Impact — Vani Mandava, Manohar Swaminathan,
Yogesh Simmhan

https://www.microsoft.com/en-us/research/event/msr-india-academic-research-summit/
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