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Learning Objectives

1. Howdoes HDFS work? Why is it effective?

2. How does Hadoop MapReducework? Why is it 
effective?

3. Optimizations for performance and reliability in 
Hadoop MR
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Data Centre Architecture Recap
ÁCommodity hardware

1000Ωs machines of medium performance and reliability

Failure is a given. Design to withstand failure.

ÁNetwork bottlenecks 
Hierarchical network design

Push compute to data

2016-02-10
Introduction to MapReduce and Hadoop, Matei Zaharia, UC Berkeley
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Data Centre Architecture Recap
ÁI/O bottlenecks & failure

Multiple disks for cumulative bandwidth
Data redundancy: Hot/Hot

ÁExample: How long to read 150TB of CC data?
Say you can store 150GB in a SATA disk
ÅSATA Disk bandwidth is 3Gbps Ҧ 111hrs

Say you have 50 disks of 3Gbps, each with 3TB
ÅI/O controller in node handles 10Gbps Ҧ 33hrs to read

Say cluster with 12 nodes, 4 disks of 3TB each
Å(150/12)TB *1000*8bits/10Gbps = 2.7hrs to read

Say cluster with 12 nodes, dual Ethernet, reading over 
network
Å(150/12)TB*1000*8/2Gbps = 13.9hrs to read

ÁTime to read across network is not very different from 
time to read from stressed disk

2016-02-10 GrayWulf, Scalable Clustered Architecture for Data Intensive Computing, Szalay, 
HICSS, 2008
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E.g. Open Cloud Server

ÁHigh density: 24 blades / 
chassis, 96 blades / rack

ÁCompute blades
Dual socket, 4 HDD, 4 SSD 

16-32 CPU cores

4-16TB HDD/SSD

ÁJBOD Blade 
10 to 80 HDDs, 6G or 12G SAS

40-160TB HDD

2016-02-10 http://www.opencompute.org/wiki/Motherboard/SpecsAndDesigns
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Class Cluster

ÁNodes
8 core AMD Opteron 
3380, 2.6GHz

32GB DDR3

2TB HDD

1Gbps LAN

Á12 nodes, 3U

Á1 Gigabit within switch, 
10Gbps across switches

2016-02-10 http://www.supermicro.com/Aplus/system/3U/3012/AS-3012MA-H12TRF.cfm
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CiscoΩs Data Centerin Texas2016-02-10
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GoogleΩs Data Centerin Georgia2016-02-10
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MicrosoftΩs Data Centerin Ireland2016-02-10


